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My background and research interest lies in the intersection of Machine Learning, Scalable Data mining and
Machine Learning Systems and my main application domain is recommendation and personalization. Based
on these background and interest, I have the following plan for research in next three years.

1 Research Plan

My main research interest lies in designing end-to-end machine learning systems that can efficiently work in
real world contexts. My current focus is on search, recommendation and personalization application domains
and my goal for next three years is to develop a large-scale recommendation system that can recommend
to online users based on their history and their context or search query. However, designing such system,
requires innovation and technical breakthrough in two main directions:

1. Accurate modeling of online user behavior using efficient statistical and machine learning models and
designing scalable data mining algorithms that enable us to apply the proposed ML models on real
world scenarios.

2. Developing large scale end-to-end machine learning systems that can train the proposed statistical
models on massive scale datasets and streaming data and evaluate and monitor the model performance
continuously and provide real time prediction

1.1 Statistical Machine Learning

During my PhD, my research focused on user behavior modeling by continuous time modeling of events
using Bayesian methods. This led to a series of papers [II, 2] 8, 4] which significantly advanced the state of
the art in the time-sensitive recommendation and churn prediction . Bayesian methods provide us with a
very flexible framework to manage uncertainty in complex systems and hence is an appropriate approach for
modeling complex systems. However, there are many direction to improve the proposed methods for user
behavior modeling and prediction:

e In many real world application such as recommendation, the ML method gives feedback and can be
retrained to adapt itself to changes in the environment. However, in this case, the data that we have
is affected by our previous recommendations and hence a biased model may lead us to a very non-
optimize situation. The exploration-exploitation tradeoff is an inherent problem in such situations and
we always need a policy to resolve the tradeoff efficiently. Bayesian is a very appropriate approach for
such problems since it provide the uncertainty that the model has beside the latent variable estimations.
Contextual multi-armed bandit [5] and (deep) reinforcement learning are established frameworks for
this problem and combining them with Bayesian approach can result in very efficient policies to resolve
exploration-exploitation tradeoff.

e Deep neural networks have shown superior performance in many applications. Although these models
have so many parameters, but they can generalize on unseen data very well and estimate their labels
efficiently. However, one of the limitations of these models, is that they don’t provide the uncertainty



about their estimations. It can mainly cause problems in scenarios such as recommendation where
the dataset is affected by its previous estimations. Bayesian deep neural networks [6] is a category of
DNNs that are able to solve this problem. However, there are still many challenges with applying such
models in large scale or real time problems which make it a very interesting research topic.

1.2 Machine Learning Systems

In traditional ML research, it usually assumed that there is a dataset that has been previously cleaned and we
should propose a model with a very good generalization power so that it works for test data when it is trained
on training set. However, in real world scenarios, there is nothing as clean data and usually the model should
be able to estimate or predict the desired information very fast and with a very high throughput. Moreover,
usually there are many concept drifts that make a model inefficient through time and hence it should be able
to adapt itself by continuously training on new provided data. Therefore, we need so many components such
as data cleaner, feature store, infrastructure to continuously training, evaluating, monitoring, integrating
and serving the model [7]. Also, in many contexts there are privacy concerns that we may not be able to
even collect the data and we need to train the model without having the data collected in one place!

Moreover, as it was mentioned in section Bayesian is one our main approaches for modeling complex
real systems. Although inference in Bayesian models are based on marginalization and conditioning, but
exact inference is intractable in almost all complex models and we need approximate inference methods
such as variational approximation [§] or sampling based methods such as MCMC or SMC [9] and hence for
each model we need to derive a customized inference algorithm which is very time consuming. Emerging
programming frameworks such as Pytorch and Tensorflow immensely reduce time to market of neural models
by automating the inference on such models. Although there have been some endeavor for automating the
inference on Bayesian methods, but there is a long way to standardize and stabilize these libraries [10] and
hence we need software systems to make the inference on Bayesian models automatic so that we can test
different models on our problems easier and faster.

All these interesting topics are covered under the name of ML systems which is one of our main topics
of focus.
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