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Blind Voronoi Game
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Abstract

In the classical Voronoi game, two players compete over
a user space by placing their facilities in a certain order,
each trying to maximize the number of users served by
their facilities. We introduce a new variant of the game,
so called blind Voronoi game, in which the distribution
of users in the underlying space is initially unknown to
the players. As the game proceeds, players obtain a par-
tial information about the distribution, which is limited
to the distance of closest users to the facilities placed
so far. We investigate mixed strategies for the players
in this blind setting. In particular, we show that in the
two-round blind Voronoi game on a line segment, there
is a mixed strategy for the second player that guaran-
tees him at least 1/3 of users in expectation. In two
dimensions, we show that our strategy guarantees an
expected payoff of 1/5 for the second player, when users
are arbitrary distributed in the plane. We generalize our
strategy to any d-dimensions and to any number of &
rounds, for k,d > 1.

1 Introduction

The Voronoi game was introduced by Ahn et al. [1] as
a competitive facility location problem. The game con-
sists of two players P1 and P2, and a set of users in an
underlying space. Th players compete over the users by
alternatively placing their facilities in the space, each
trying to maximize the number of users served by their
facilities, assuming that each user seeks service from the
closest facility.

The Voronoi game has been the subject of active re-
search over the past decade, and various variants of the
problem have been studied in the literature, such as
Voronoi game on line segments [3], in the plane [10], on
graphs [2, 11, 12], and in simple polygons [6]. The prob-
lem has been also studied both in one round [7, 9], where
P1 places all his facilities before P2 starts placing his
facilities, and in the k-round version, where players al-
ternate by placing one facility at a time for k rounds [4].
The problem has been also studied in the discrete and
continues spaces. In the former, users are considered as
discrete points in the space (e.g., in [3, 4, 5]), while in
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the latter, users are distributed continuously over the
space (e.g., in [1, 7, 10]).

In this paper, we introduce a new variant of the
Voronoi game which we call the blind Voronoi game.
The blind version differs from the previous variants of
the game in that the distribution of users is initially
unknown to the players. During the game, players ob-
tain a partial information about the distribution, which
is limited to the distance of closest users to the facil-
ities placed so far. The blind version of the game is
suitable in real situations of the facility location prob-
lem, in which no prior information about the location
or distribution of the users is available to the players.
In other words, players are “blind” to the location and
distribution of the users in the space.

We study the k-round discrete blind Voronoi game,
in which two players P1 and P2 compete over a user
space by placing one facility at a time, for a total of k
rounds. The user distribution is initially unknown to
the players, and the only information available to each
player during the game is the distance of closest users
to the current facilities. The payoff of each player is
defined as the fraction of users served by his facilities.
The goal of P2 is to maximize his expected payoff in the
worst case, where the expectation is taken over the ran-
dom choices of the player, and the worst case is taken
over all possible user distributions. On the other hand,
P1’s goal is to minimize P2’s expected payoff. We note
that maximizing payoff for P1 is not a proper goal, as
there is always a distribution of users in which the ex-
pected number of users for P1 is zero: just consider a
distribution very dense at the last facility of P2. More-
over, we note that a pure strategy for the second player
will not work, as the player has no information about
the location of users, and hence, the adversary can eas-
ily adjust a distribution for which the player’s payoff is
zero. Therefore, in order to guarantee a payoff greater
than zero, the second player needs to use a mixed strat-
egy, i.e., use randomization.

We investigate the k-round discrete blind Voronoi
game in d-dimensional FEuclidean space. In one-
dimensional two-round game, where users are discretely
distributed on a line segment, we show that the second
player has a mixed strategy that guarantees him an ex-
pected payoff of 1/3, regardless of the initial distribution
of the users. When users are discretely distributed in
the plane, our mixed strategy guarantees an expected
payoff of 1/5 for the second player in the two-round
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game. We generalize our strategy to any d-dimensions
and to any number of k rounds, d,k > 1, yielding an
expected payoff of 1/(kd + 1) for the second player in
the worst case.

2 Preliminaries

Let ¢ be a line segment, and 7 be a distribution of users
on ¢. Given two points u,x € £, we say that u is served
(or is covered) by x, if u is closer to x than any other
facility on ¢. Given a point x € ¢ and a distribution
7w on £, we denote by N, (z) the number of users in
the distribution served by x. We assume that no two
users or facilities can share the same location. We call
two facilities adjacent if no user lies on the line segment
between them. The payoff of each player is defined as
the fraction of users served by his facilities. We denote
the minimum expected payoff of P2 at the end of the
game by II;. The goal of P2 is to maximize I, while
P1’s goal is to minimize II.

A candidate set C' is a set of points along with a
probability function p that assigns to each point x € C'
a probability p(x) such that . p(x) = 1. We denote
by G(C) the minimum expected number of users served
by C, ie., G(C) = ming {3, . p(x)Nx(x)}, where the
minimum is taken over all possible distributions 7 of
the users. Each point in a candidate set is called a
candidate point. A candidate set C' with a maximum
possible G(C) is called an optimal candidate set.

3 Blind Voronoi game on a line segment

In this section, we consider the two-round blind Voronoi
game on a line segment. Let £ be the underlying line seg-
ment. We solve the game in a top-down approach, anal-
ogous to the backward induction in extensive games.
Namely, we first suppose that all moves are done, ex-
cept the last move of P2. After resolving the last move
of P2 , we suppose that the first moves of P1 and P2 are
finished, and resolve the second move of P1. Similarly,
we resolve the first move of P2, assuming that P1 has
placed his first facility, and finally we consider the first
move of P1.

We start by the last move of P2. Depending on the
order of facilities on the line and their adjacency, several
cases can arise as depicted in Figure 1. In this figure,
f and s denote the facilities of the first and the second
player, respectively. Moreover, the empty circles show
candidate points for the second facility of P2. The cases
are distinguished as follows. We assume, w.l.o.g., that
the leftmost facility on the line segment is f. (The other
case is symmetric.) Thus the first three facilities of the
players have two possible permutations: either ffs or
fsf. Cases (a) to (d) of Figure 1 correspond to different
arrangements for ffs, based on whether two facilities
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Figure 1: Seven cases for the last move of P2

are adjacent or not. (Adjacent facilities are shown close
to each other with no empty circle in between.) Cases
(e) to (g) of the figure demonstrate different arrange-
ments for fsf. Any other configuration is analogous or
symmetric to one of these cases.

As illustrated in the figure, all candidate points for
the second facility of P2 are chosen adjacent to P1’s
facilities. The next lemma shows that this is indeed the
best choice for the candidate sets.

Lemma 1 Any optimal candidate set for the last move
of P2 consists of candidate points adjacent to P1’s facil-
ities, on those sides which are free from adjacent facili-
ties. The probability of choosing each of these candidate
points in an optimal candidate set must be equal.

Proof. Let C be an optimal candidate set for P2’s last
move. Let p(y) denote the probability that a point y € ¢
is covered by C, i.e., the sum of probabilities of candi-
date points that cover y. Note that

G(C) = min {Zpu)zvﬂ(m)}

zeC

— H;m{zp(u)}

uem

= n-min{p(y)},
where 7 is taken over all possible distributions of users
on £, and y is taken over all points in ¢ where users
may be located. Since there is a distribution m where
all users are dense at a point y that minimizes p(y),
we have G(C) = n - minges {p(y)}. This means that
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we must cover every point y € ¢ with some positive
probability, otherwise G(C') = 0. The only way to cover
a point y adjacent to a P1 facility is with an adjacent
candidate, and therefore, p(y) = p(y) for such points.
Moreover, the set of adjacent candidates covers all of £.
Thus, the minimum of p(y) is attained at an adjacent
point.

It follows that the optimal strategy is to maximize
the minimum of p(y) = p(y) at adjacent points. This is
achieved by selecting uniformly from just the adjacent
points. If one adjacent point is more likely than another,
its probability can be reduced and the minimum raised.
If a non-adjacent point is in the candidate set C, it
can be removed and its probability distributed evenly
among the adjacent points, also raising the minimum of

p(y)- O

Lemma 2 For cases (a) to (g) of Figure 1, the value
of Iy is i, %, %, 1, %, %, and %, respectively.

Proof. Fix one of the cases in Figure 1. Let C be the
set of candidate points in that case, and k be the number
of candidate points in C'. Let I be the portion of line
segment ¢ not already covered by P2, and n; be the
number of users lying in I (see Figure 1). The candidate
points in C' are chosen in such a way that they jointly
cover the whole area of I. As the probability of choosing
each candidate point is equal by Lemma 1, the expected
number of users served by the candidate points in C is
ny/k. Considering that the number of users already
served by P2 is ng = n —ny > 0, the expected number
of users served after the last move of P2 is ny + (n —
na)/k > n/k. Since ny can be zero in a distribution, the
above inequality reduces to an equality at its minimum.
Therefore, 11y = % in the corresponding case. Since the
size of the optimal candidate sets in cases (a) to (g)
are 4, 2, 3, 1, 4, 3, 2 respectively, the statement of the
lemma, follows. O

By Lemma 2, the minimum value of II; achievable by
the second player is 1/4. However, this minimum value
corresponds to two cases that the second player can
avoid by choosing a proper strategy for placing his first
facility. We show this in the next lemma.

Lemma 3 The best move for the first facility of P2 is
to place his facility adjacent to the first facility of P1.

Proof. If the first move of P2 is not adjacent to the first
move of P1 (see Figure 2a), then P1 can place his last
facility in the second round in such a way that either
case (a) or case (e) of Figure 1 occurs, for which we
already know that Il is 1/4 by Lemma 2. On the other
hand, if P2 places his first facility adjacent to the first
facility of P1, he can guarantee a value of Il > 1/3 in
all cases derived from his move. 0
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Figure 2: Two cases for the first move of P2

Lemmas 1-3 together yield the following theorem.

Theorem 4 There is a strategy for the second player
in the two-round blind Voronoi game on a line segment
1

that guarantees 11y > 3

Remark. It is easy to see that the first player has al-
ways a strategy to force I3 to be at most 1/3. The first
move of P1 is arbitrary, as there is still no other facil-
ity, and there is no information about the users. If P2
places his first facility adjacent to the first facility of P1,
which is indeed the best strategy for P2 by Lemma 3,
then P1 in his second move, can put his second facility
far from the first two facilities, in order to either case
(c) or case (f) of Figure 1 arises, in both of which II5 is
1/3.

4 Blind Voronoi game in R

In this section, we generalize our result for the blind
Voronoi game in one dimension to any fixed dimension
d > 2, and for any number of rounds £ > 2. In the
following, we denote by 7(f) the distance of a facility f
to its nearest user.

Recall that the main idea behind our strategy in one
dimension was to cover all points on the line where users
may be located by a set of candidate points. We gener-
alize this idea to d dimensions as follows. Let F' be a set
of facilities placed by the first player in R?. We call a
set C of points in R? a proper candidate set with respect
to F, if in the Voronoi diagram of C U F', the unoin of
Voronoi cells of C' cover all regions in R? that may con-
tain users. This ensures P2 to cover every point that
a user may be located with some positive probability,
when choosing at random from the candidate set.

To present the generalized idea, we start by explain-
ing our strategy in two dimensions. Suppose that P1
has placed his first facility at a point f in the plane.
Consider a circle B centered at f with radius r(f)/2.
We choose three points evenly spaced on the boundary
of B as our candidate set C. (See Figure 3.) Note that
the Voronoi cell of f in the Voronoi diagram of CU{f} is
contained in B, and hence, is empty of any user. There-
fore, all users are covered by the union of the Voronoi
cells of C, and hence, C is a proper candidate set. Now,
if P2 chooses uniformly at random from C', he receives
one third of the users in expectation in the worst case.
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Figure 3: A facility f and its closest user x. Three
candidate points are evenly spaced on the boundary of
a circle B centered at f of radius ||z — f||/2.

Now, suppose that P1 places his second facility on a
point f’. Again, we choose three points evenly spaced on
a circle centered at f” with radius r(f’)/2, and add these
three points to C'. Now, C has six candidate points, one
of which is already chosen by P2 in the first round. (See
Figure 4.) Moreover, C is a proper candidate set with
respect to {f, f'}, as the Voronoi cells of f and f’ are
both empty of any user. Now, P2 chooses from the re-
maining 5 candidate points of C' uniformly at random,
and hence, receives at least 1/5 of the users in expecta-
tion. This yields a strategy for the second player in the
two-round blind Voronoi game in the plane that guar-
antees Il > 1.

To extend our strategy to higher dimensions, we first
define some notions. Given a point p € R? and a real
value 7 > 0, we denote by B(p,r) a d-dimensional ball
of radius r centered at p. The distance of a point p to a
point set S is defined as mingeg ||p — ¢||. A straightfor-
ward extension of our two-dimensional idea to higher
dimensions would be as follows. Let f be a facility
of P1, and let » = r(f)/2. We choose d + 1 points
evenly spaced on the boundary of B(f,r) as the candi-
date points. However, in d > 5 dimensions, the Voronoi
cell of f is no longer contained in B(f,r(f)), and hence,
there may be users outside B(f,r(f)) covered by f. To
overcome this issue, we need to choose the radius r small

Figure 4: The Voronoi diagram of C U {f, f'}

Figure 5: Point p at distance £ to the center of a regular
simplex.

enough to make sure that the Voronoi cell of f is empty
of any user. The following lemma is crucial for finding
such a proper radius.

Lemma 5 Let S be a regular d-dimensional simplex
whose circumsphere has radius v, and let p be a point at
distance £ to the center of S. Then the distance of p to
the vertex set of S is at most

2rd
/.2 2 _
r2 +/ 7

Proof. Fix a vertex v of S. Suppose, w.l.o.g., that S is
centered at the origin, and that v = (—r,0,0,...,0). As
the angle subtended by any two vertices of S through
the origin is arccos(—1/d) [8], the z-coordinate of any
other vertex of S is r/d. Now, consider a point p in
the halfpence x > 0 at distance £ to the origin. Due to
symmetry of S, the maximum distance of p to the vertex
set of S is attained when p lies on the line through v and
the origin, i.e., p = (£,0,0,...,0). Now, fix an arbitrary
vertex u of S\ {v}. We can assume w.l.o.g. (by rotating
around the z-axis) that u lies in the zy-plane. As u
has distance r to the origin, the y-coordinate of u is

\/r?2 = (r/d)?. (See Figure 5.) Therefore, the distance

of p to u (and to any other vertex of S\ {v}) is
7\ 2 72 2r¢

_r 2 _ (TN _ |22 2Tt
\/(é ) = (3) \/T T

Lemma 5 is interesting on its own. For example, it im-
plies that any point on the circumsphere of a regular
simplex S has distance at most /(2 — 2/d)r to the ver-
tex set of S, where r is the radius of the circumsphere
of S.

We are now ready to provide a general strategy for
the blind Voronoi game in any fixed dimensions. In the
following we denote by VD(P) the Voronoi diagram of
a point set P.

O

Theorem 6 For all integers k,d > 1, there is a strategy
for the second player in the k-round blind Voronoi game

in RY that guarantees g > #—H'
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Proof. Suppose we are in the k-th round, £ > 1, and let
F be the set of k facilities placed by P1. For each facility
f € F, we define C as a set of d+1 points evenly spaced
on the boundary of a ball of radius r(f)/d centered at
f. We take C' = (J;cp Cf as the candidate set for P2.
We claim that C' is a proper candidate set. To prove
this, we show that the Voronoi cell of every point of F'
in VD(C'UF) is empty of any user. Fix a facility f € F,
and let r = r(f)/d. Consider an arbitrary user u, and
let £ be the distance of u to f. Note that £ > r(f) = rd.
Now, by Lemma 5, the distance of u to the point set C'y

is at most \/¢2 + r(r — 2), which is strictly less than ¢

for all values 0 < r < %Z. The latter inequality holds,
since r < ¢/d by our choice of r, and therefore, u is
closer to a point in C'; than to f. Hence, u cannot lie
in the Voronoi cell of f in VD(C U F), which completes
the proof of the claim.

Now, the generalized strategy for the second player is
as follows. During the first £ —1 rounds, P2 places k—1
facilities arbitrarily on & — 1 candidate points of C. In
the k-th round, P2 places his k-th facility uniformly at
random on one of the remaining candidate points of C.
Let S be the final set of facilities placed by P2. Since
S C C, for any facility s € S, the Voronoi cell of s in
VD(C U F) is completely contained in the Voronoi cell
of s in VD(SUF). In other words, any user lying in the
Voronoi cell of s in VD(CUF) is covered by s at the end
of the game. Let R C S be the k — 1 facilities placed
by P2 before the last round, and let n; be the number
of users lying in the Voronoi cells of R in VD(C' U F).
As the Voronoi cells of F' in VD(C U F) are empty, the
remaining n —ny users are covered by the Voronoi cells
of the candidate points in C'\ R. Since the probability
of choosing each candidate point in C'\ R is equal in
the last round, the expected number of users lying in
the Voronoi cell of the selected facility in the last round
is (n —ny)/(kd + 1), where kd + 1 is the size of C'\ R.
Therefore, the expected number of users lying in the
Voronoi cells of S in VD(CUF) is ny+(n—nq)/(kd+1) >
n/(kd + 1), which completes the proof. O

5 Conclusion

In this paper, we introduced a new variant of the
Voronoi game, so called blind Voronoi game, in which
the distribution of users is initially unknown to the play-
ers. We provided a mixed strategy for the second player
in the two-round blind Voronoi game that guarantees an
expected payoff of 1/3, when users are distributed on a
line, and an expected payoff of 1/(2d + 1), when users
are arbitrary distributed in R?. Our strategy can be
applied to other variants of the problem, such as the
k-round m-facility game, where each player places m
facilities at each of the k£ rounds. Other variants of the
problem remain open for further research, such as blind

Voronoi game on graphs and blind Voronoi game in sim-
ple polygons.
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