Molecular dynamics simulation of formation and growth of CdS nanoparticles
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Monodispersed semiconducting nanoparticles are usually synthesised in a liquid medium using injection of an appropriate solution. A key factor in attaining a narrow particle size distribution (PSD) is the temporal separation of the nucleation and growth stages, where the former takes place during the injection. Faster injection produces a larger number of nuclei and a narrower PSD. The injection speed is expected to affect the diffusion of the ions in the solution and to create uniformly high supersaturation for a short period of time. In this paper, we study the growth of CdS nanoparticles during the injection by molecular dynamics simulation. A solution of Cd ions is injected into the simulation cell that contains sulphure ions; the supersaturation at the injection point is distinctly different from that in areas of the vessel that are far from it. The supersaturation level also differs during the injection time.
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1. Introduction

Semiconducting nanoparticles exhibit novel quantum size effects that make them attractive for applications such as biological labelling,[1,2] electroluminescent devices,[3,4] optical amplifier media [5] and solar cells.[6,7] For many applications monodispersity of the particles’ size is a requirement, as discrete energy levels can only be distinguished in a single-sized collection of particles. In their early work, Lamer and Dinegar [8] demonstrated that the growth of monodispersed colloidal particles is possible through controlling their supersaturation in such a way that the growth stage is temporarily separated from the nucleation stage. Various monodispersed colloids of the II–VI and III–V semiconducting nanoparticles have been synthesised using this strategy.[9–11]

In this paper, we study the formation of CdS nanoparticles, which are semiconducting materials with a broad range of applications. An important example of such semiconducting materials, which is also closely related to our work, is CdSe nanoparticles.[12,13] Under the bulk conditions, CdSe and CdS, both direct-gap materials, exhibit several similarities. They both adopt the hexagonal Wurtzite structure, which leads to similar electronic band structure and properties. Thus, it is instructive to consider how CdSe particles are formed in experiments. In a typical experiment to produce monodispersed CdSe nanoparticles, one of the reactants is rapidly injected into a vessel that contains the other reactants and is usually at a high temperature. Nucleation takes place shortly after the injection due to the very high supersaturation of the monomers. Over a limited time period after the nucleation, the supersaturation level remains high and the system is far from thermodynamic equilibrium. Under such conditions, the initial nanoparticles grow at the expense of the monomers in such a way that a narrower particle size distribution (PSD) is obtained.[14] Further growth under low-supersaturation condition results in Ostwald ripening and a slow broadening of the PSD. It is, therefore, important to maintain the high-supersaturation condition during the growth of the nanoparticles, either by stopping the growth before complete monomer depletion, or by adding new monomers into the reaction vessel.[15]

An experimentally established fact about the synthesis of semiconducting nanoparticles by the injection method is that, the quality of the nanoparticles, i.e. the narrowness of their PSD, depends on the injection speed. This has sometimes made the results less reproducible, as the injection speed is usually not measured and controlled. In an ideal case, the injection takes place in a very short time and with a very high velocity, which results in a uniformly high-supersaturated solution by rapid diffusion of the injected reactants throughout the reaction solution and the formation of a large number of initial nuclei. It is, therefore, desired to produce the largest number of nuclei in the nucleation stage. At the other extreme, in slow injection and subsequent slow diffusion of the injected reactants, larger nuclei with a broader PSD are formed, which result in a smaller number of the nuclei, because supersaturation at the injection point is distinctly different from that in areas of the vessel that are far from it. The supersaturation level also differs during the injection time.
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In a previous study,[16] hereafter referred to as Part I, we reported the results of an experimental study of the formation of CdS nanoparticles. Fabrication of CdSe nanocrystals in nanolitre droplets was reported previously by Chan et al. [17], who utilised a flow-focusing nanojet structure. The method that we used for producing the CdS nanoparticles was based on the aforementioned injection technique. In this study, we carry out molecular dynamics (MD) simulation of the same process, in order to obtain better understanding of the effect of the injection speed on the initial stage of the growth of the CdS nanoparticles. As described earlier, in an efficient system for monodispersed growth, supersaturation should be maintained at a high level after injecting the reactants, in order to obtain a narrower PSD. Smaller nanoparticles are formed during the injection, which implies a larger number of the nuclei. Therefore, we seek through MD simulations the conditions that result in smaller nanoparticles during the injection period and shortly thereafter.

The rest of this study is organised as follows. In the next section, we briefly describe the reactive system that results in the formation of the CdS nanoparticles. Section 3 describes the molecular models for the various ions, as well as the force field used in the MD simulations. The procedure for carrying out the MD simulations is described in Section 4. The results are presented and discussed in Section 5, and Section 6 summarises the paper.

2. The reactive system

The reaction that produces the CdS nanoparticles in our experimental system [16] is one between Cd(NO₃)₂ and Na₂S:

\[
\text{Cd(NO}_3\text{)}_2 + \text{Na}_2\text{S} \rightarrow \text{CdS} + 2\text{Na(NO}_3\text{)}_2.
\]

The CdS nanoparticles are formed quickly.[16] The Cd(NO₃)₂ solution is injected into the Na₂S solution with the injection speed v₀. Therefore, by adjusting v₀ we create high-speed mixing in the solution. A high-speed injection prevents the small particles from agglomeration, hence providing a precise method for controlling their size. This was also used in our experimental study.[16]

3. Molecular models and the interaction potentials

In order to gain a molecular-level understanding of the physical phenomena that produce the CdS nanoparticles in the experiments, we utilised MD simulation [18] using the LAMMPS package [http://lammps.sandia.gov/other.html]. The MD simulation also enables us to compute the quantities that are not easily accessible in experimental studies of this type, such as the PSD. We emphasise that the MD simulations are utilised mostly for gaining a molecular-level understanding of the phenomena involved in the fabrication of the nanoparticles, rather than quantitative estimates of the properties.

MD simulations of nanoscale materials [19] and, in particular, nucleation and growth of nanoparticles [20] have been carried out in the past, although many of them were for nanoparticles grown in a vapour phase, rather than in a liquid environment that is of interest to us in this paper. They include MD simulations for gold,[21] C₆₀,[22] NaCl,[23] strontium chloride [24] and silver [25] nanoparticles. To our knowledge, despite its significance, no MD study of the formation of CdS nanoparticles in a solution has ever been carried out.

A cell of size 30 nm × 30 nm × 30 nm was used in the MD simulations, so chosen to achieve the correct solution density that had been used in our experiments.[16] The water molecules were represented by the TIP3P model [26] and its parameters (see Table 1). The size and energy parameters of pairs of atoms were computed using the Lorentz–Berthelot mixing rule, \( \sigma_{ij} = 1/2 (\sigma_i + \sigma_j) \), and \( \epsilon_{ij} = \sqrt{\epsilon_i \epsilon_j} \). The same procedure is used for calculating the effective parameters for the (CdS)ₙ aggregates and a single CdS molecules (although, admittedly, this is only a rough representation of the atomistic structure of such molecules). As usual, the molecules moved according to the equations of motion that represent the balance between the gravitational effect (falling or buoyancy) and the viscous drag. The number of water molecules was 900, that of Cd²⁺ was 60, while there were typically about 300 S⁻ ions in the solution. Thus, for every S⁻ ion we used three water molecules, and for every Cd²⁺ ions we had five S⁻ ions, which is the same as in Part I.

The non-bonded interactions between the Cd²⁺ and S⁻ are of Coulomb and van der Waals type, with the latter interaction represented by a Lennard-Jones (L-J) 6–12 potential:

\[
E_{ab} = \sum_i \sum_j \frac{k_c q_i q_j}{r_{ij}} + \frac{A}{r_{ij}^{12}} - \frac{B}{r_{ij}^6},
\]

Table 1. Numerical values of the MD simulation parameters. The parameters for water are those of the TIP3P model.

<table>
<thead>
<tr>
<th>Group or ion</th>
<th>( \sigma ) (Å)</th>
<th>( \epsilon ) (kcal/mol)</th>
<th>Partial charge</th>
</tr>
</thead>
<tbody>
<tr>
<td>O</td>
<td>3.1507</td>
<td>0.1521</td>
<td></td>
</tr>
<tr>
<td>H</td>
<td>0.4000</td>
<td>0.0460</td>
<td></td>
</tr>
<tr>
<td>H</td>
<td>1.7753</td>
<td>0.0836</td>
<td></td>
</tr>
<tr>
<td>S</td>
<td>3.55</td>
<td>0.25</td>
<td>-2.00</td>
</tr>
<tr>
<td>Cd²⁺</td>
<td>2.70</td>
<td>0.0059</td>
<td>+2.00</td>
</tr>
<tr>
<td>O(H₂O)</td>
<td></td>
<td>-0.834</td>
<td></td>
</tr>
<tr>
<td>H(H₂O)</td>
<td></td>
<td>+0.417</td>
<td></td>
</tr>
<tr>
<td>Na⁺</td>
<td>2.35</td>
<td>0.1301</td>
<td>+1.00</td>
</tr>
<tr>
<td>N(NO₃⁻)</td>
<td>3.06</td>
<td>0.0257</td>
<td>+0.95</td>
</tr>
<tr>
<td>O(NO₃⁻)</td>
<td>2.774</td>
<td>0.18</td>
<td>-0.65</td>
</tr>
</tbody>
</table>

Note: The parameters for NO₃⁻ were taken from Ribeiro [43].
where $q_i$ is the partial charge of molecule or ion $i$, and $k_A$, $A$ and $B$ are constant. All the L-J parameters and the partial charges are given in Table 1 (including those of Na$^{+}$ and NO$_3^-$), where the water parameters represent those for the TIP3P model,[26,27] and those for Cd$^{2+}$ and S$^-$ were taken from Zhai et al. [28] and de Araujo et al. [29]. The equilibrium length of the OH bond was taken to be 0.9572 Å, the HOH angle was 104.52°, the SHAKE algorithm [30–32] was used to keep the length of the OH bond and the HOH angle fixed, while $A = 582,000$ kcal Å$^{12}$/mol and $B = 595.00$ kcal Å$^6$/mol. The interactions between the CdS particles and (CdS)$_n$ clusters were also represented by the L-J potential, where $n$ is the number of CdS molecules in the cluster.

As pointed out by Yasuoka and Matsumoto [33], the definition of a cluster in the type of nucleation and growth simulations that we carry out is somewhat arbitrary. Two molecules may be considered as clustered (connected), if the distance $r_0$ between their centres of mass is less than a critical value, say $r_0 = 1.5\sigma$, where $\sigma$ is the L-J size parameter of the smallest molecule or ion. Alternative definitions of $\sigma$ based on, for example, the minimum of the radial distribution function of the L-J liquids near the triple point is also possible.[34] But, this is still somewhat arbitrary, because it relies on instantaneous configurations. Thus, a better definition, used in this work, is that the distance $r_0$ must satisfy the aforementioned criterion, and it does so for three time steps of the simulations or longer.

A main advantage of using the periodic boundary conditions is that they allow accurate computation of long-range electrostatic interactions through the particle-mesh Ewald (PME) summation method.[35] In general, the electrostatic charges are derived from the polarity of the water molecules, the ions in the solution and the mobility of the charged molecules. The interactions between the charge centres are important because they are the main long-range forces in the MD simulations. In order to compute efficiently the effect of the charges in the system, the PME algorithm was used to compute the Coulombic interactions. As each atom interacts with all the other atoms in the system, the time required to compute the long-range interaction potentials scales with the square of the number $N$ of the atoms, if the PME method is not used.[35–37] The PME algorithm, an improved version of the Ewald summation method, makes it possible to compute the interactions more efficiently and, thus, allows the MD simulations with a large number of atoms to be carried out.[38] It scales as $O(N \log N)$ and, thus, is very efficient. Thus, we used periodic boundary conditions in the planes perpendicular to the direction of injection (see Figure 1), when we generated the molecular model of water five solution, in order to properly account for the effect of long-range electrostatic interactions.

### 4. MD simulation

Figure 1 shows the front view of the system. The Cd ions were injected into the system at the top. The procedure for the MD simulations was as follows. First, the water molecules were generated and the S$^-$ ions were inserted into the simulation cell, as shown in Figure 1. The initial configuration was then relaxed to ensure that it was in equilibrium. This was achieved by MD simulations, first in the NVT ensemble for 5000 time steps, followed by additional simulations in the NPT ensemble for another 5000 time steps. The time step was 0.1 ps. If an ion collided with the walls, the direction of its velocity was reversed in the opposite direction. Cd(NO$_3$)$_2$ molecules were then injected into the simulation cell that contained the Na$_2$S solution. Five injection velocities, $v_0 = 100, 200, 300, 400$ and 500 cm/s were used, so selected to make this simulation parameter to be the same as the injection speeds used in the experiments, reported in Part I. The time interval $\tau$ between injection of two Cd(NO$_3$)$_2$ may be estimated, given the injection velocity $v_0$ and the diameter of the entrance to the system. If such times are assumed to be independent of each other, then their distribution $f(\tau)$ may be assumed to be exponential,

$$ f(\tau) = t_0^{-1} \exp(-\tau/t_0). \quad (2) $$
Thus, after generating the water molecules, inserting the $S^-$ ions and relaxing the system, the injection of Cd(NO$_3$)$_2$ commenced and continued at time intervals selected from the distribution (2), until they were all in the system. The constant $t_0$ was taken to be 1 ns. Due to the use of a random time interval between injection of the Cd$^{2+}$ ions, their number was not fixed. Each time a Cd$^{2+}$ ion collided with an $S^-$, they were replaced by a CdS molecule. This is permissible because CdS is insoluble in water and its ionisation energy at room temperature (rt) is much larger than $k_BT$, with $k_B$ being the Boltzmann’s constant and $T$ the temperature. Similarly, upon collision of a CdS molecule with a (CdS)$_n$ cluster, the cluster was grown by one CdS molecule, $n ightarrow n + 1$. The simulations were carried out at rt, 300 K. Temperature was held constant using the Berendsen thermostat.[39]

The Verlet velocity algorithm was used for integrating the equations of motion. To begin integrating the equations, the injection velocity was added to the thermal velocities of the Cd$^{2+}$ ions and the water molecules. This step was continued until the total number of the Cd$^{2+}$ ions (six) that were to be added to the initial solution containing $S^-$ and the water molecules were all used up. As a result of injecting the Cd$^{2+}$ ions, the CdS nanoparticles nucleated and (CdS)$_n$ clusters began to form. Formation of the CdS nanoparticles and (CdS)$_n$ clusters continued until there was no variations in the type of the particles, implying that there were no longer any free Cd$^{2+}$ and $S^-$ ions in the solution and, in addition, there was no single (not clustered) CdS nanoparticle in the solution. Care was taken to ensure that injection of the ions into the system did not lead to the violation of momentum balance within the simulation cell.

To compute efficiently the L-J and Coulombic interactions, an additional switching function $S(r)$ was used,[40] that ramps the energy and forces smoothly to zero between an inner and an outer cut-off radii. The inner and outer cut-off radii were set, respectively, to be 8 and 10 Å, after some preliminary simulations, indicating that a larger cut-off would not change the qualitative aspects of the results. Note that the outer cut-off is about three times larger than the radius of the bigger ion, $S^-$, and that our main interest in this paper is obtaining qualitative insight into the phenomena that take place.

5. Results and discussion

In what follows, we present and discuss the results. The estimated errors for all the quantitative results that are
described below are about ±15% of the data that are shown in the figures.

5.1 Cluster formation

Figure 2 shows some snapshots of the system. Figure 3 shows two other snapshots in which the water molecules are not displayed, in order to show the distribution of the (CdS)_n clusters more clearly. The snapshots shown are for injection velocities of \( v_0 = 500 \) and 100 cm/s of Cd (NO₃)₂, and represent the state of the system after 15 ns. It is clear that a higher injection velocity produces smaller (CdS)_n cluster with low values of \( n \). This implies that the CdS nanoparticles are created gradually, but grow over longer times to larger particle clusters. Hence, longer MD runs are required for low values of the injection velocity \( v_0 \).

The MD simulations also indicate that, for a large enough injection velocity \( v_0 \), one has two regions in the system. One, near the injection point, is populated mostly by the Cd\(^{2+}\) ions, whereas the second region farther away from the injection point contains mostly S\(^-\). Clearly, the two regions influence the formation of the nanoparticles, and partly explain why large particles are not formed for large \( v_0 \).

5.2 Particle size distribution

To compute the PSD, we carried out 20 independent MD simulation runs for every injection velocity. This was necessitated by the fact that the time \( \tau \) between two consecutive injections was selected at random according to Equation (2). Every MD run produced some of the (CdS)_n clusters with various cluster numbers \( n \). The PSD was then computed by counting the number of the CdS nanoparticles as a function of \( n \) in all the runs, and converting the results to corresponding sizes of the nanoparticles, in order to compute the PSD. As every run also produces various cluster sizes, we also computed the average diameter \( \langle d \rangle \), with the average taken over all the runs and the clusters.

Figure 4 shows the PSD for the highest and lowest injection velocities that we simulated, while Figure 5 shows the distribution of the cluster number \( n \) for the same injection velocities, where \( n \) is the number of the CdS particles that stick together and form the clusters. They were both computed after 15 ns of simulations. As Figure 4 indicates, not only is the MD-computed PSD at high \( v_0 \) narrower than the corresponding one at low \( v_0 \), but also it

![Figure 3](image-url)  
Figure 3. The distribution of the (CdS)_n clusters for two injection velocities \( v_0 \). Top: \( v_0 = 500 \) cm/s and bottom: \( v_0 = 100 \) cm/s. For better clarity the water molecules are not shown.

![Figure 4](image-url)  
Figure 4. The computed PSD, where \( \langle d \rangle \) is the mean size of the (CdS)_n particles.
has a larger maximum, hence indicating that a larger fraction of the nanoparticles has smaller sizes.

Figure 6 shows the dependence of the average diameter $d$ of the particles on the injection velocity $v_0$. Higher velocities cause better mixing and, hence, produce lower average particle sizes. To reconfirm the trends shown in Figure 6, we also computed the variance of the PSD and its dependence on the injection velocity $v_0$. The results are shown in Figure 7. Once again, higher injection velocities produce narrower PSD and, therefore, smaller variances. Both the average and variance of the particles’ sizes depend relatively weakly on the injection velocity, in agreement with the experimental data.[16]

The relatively weak dependence of the average and variance of the particles’ sizes on the injection velocity deserve a more thorough discussion, as it might appear to contradict what is already known about homogeneous nucleation. For example, in an extensive study by MD simulations, Yasuoka and Matsumoto[33] investigated homogeneous nucleation in the vapour phase. They began their simulations with an almost uniform spatial distribution of the particles (see their Figure 3) and studied the evolution of the cluster size distribution. At early stages many small clusters were formed, but were then broken by molecular collisions. After some time some of the clusters that were larger than a critical size survived. The authors referred to this step as Stage I of the nucleation process. At longer times the cluster formation entered Stage II in which the rate of the growth was essentially constant.

The system that we study is not, however, homogeneous at the initial stage. Only the $S^-$ ions are almost uniformly distributed in the system. The Cd$^{++}$ ions are injected into the solution through the small orifice at the top of the system. High-speed injection generates large interfacial surface that permits slow molecular mixing to proceed efficiently. The nanoparticles grow by two mechanisms [16]: picking up the non-nucleated product molecules and coagulating the small nanoparticles. The initial growth of the nanoparticles is primarily through the former mechanism, because the probability of collision between the two reactants is high. After all the reactants have been consumed to form the particles, coagulation is the only mechanism that allows them to grow further. Therefore, if the surface that separates the two ions or mixing layers is large enough (for high-velocity injection), then CdS nucleation will take place on a surface A far from

---

**Figure 5.** The distributions of the size $n$ of the (CdS)$_n$ clusters for two injection velocities $v_0$.

**Figure 6.** The dependence on the injection velocity $v_0$ of the average diameter $d$ of the CdS nanoparticles.

**Figure 7.** The dependence on the injection velocity $v_0$ of the variance of the PSD of the CdS nanoparticles.
the two ions, increasing the number of the CdS nucleation. As a result of the small particles being created, if the surface A is small (smaller injection speeds), the distance between the CdS nucleation will be very small and will cause the coagulation of the nanoparticles. This is clearly shown in Figures 4–7.

5.3 Comparison with experimental data

It might be instructive to compare the results obtained with the MD simulations with the experimental data.[16] The experimental data were, however, measured in terms of a Reynolds number \((Re)\) of the injection defined by,

\[
Re = \frac{v_0 D}{\mu},
\]

where \(D\) and \(\mu\) are, respectively, the diameter of the nanojet injection orifice and the average viscosity of the solution. Previously,[16] we reported the data for a range of \(Re\). High \(Re\) injections cannot, however, be simulated by the MD simulations. Our experiments indicated that the transition to turbulence in the system begins at a \(Re\) of about 600. Moreover, whereas the experiments were carried out in a macroscopic system, the simulations were carried out in a nanosize cell. Therefore, the two sets of the results may not be directly comparable.

The viscosity of a solution in a nanoscale system is different from that of the bulk solution.[41,42] But, regardless of its value relative to the bulk, the solution viscosity does not vary greatly and, moreover, \(D\), the diameter of the nanojet, is also constant. Thus, a qualitative comparison between the MD simulation results and the experimental data might be made based on the dependence of the computed quantities on the injection velocity \(v_0\) in the MD simulations on the one hand, and on the \(Re\) in the experiments,[16] on the other hand. Surprisingly, the trends in both sets of data are completely similar.

Figure 8 shows the growth with time of the mean diameter \((\langle d \rangle)\) of the nanoparticles for the smallest and largest injection velocities used in the MD simulations. For comparison, we show in Figure 9 the measured data for two values of the \(Re\), one of which, 2400, was the largest \(Re\) in the measurement reported in Part I. The qualitative features of the two figures are in excellent agreement. In particular, the MD results indicate that while at short times the larger velocity produces larger particles, the trend is reversed at longer times, in qualitative agreement with the experimental data that indicates the same in terms of the \(Re\).

5.4 Experimental data

Figure 10 shows the growth with time of the MD-computed mean number of \((\text{CdS})_n\) clusters and its dependence on the injection velocity \(v_0\). For comparison, we show in Figure 11 the dependence of the same quantity, measured experimentally, on the \(Re\). Once again, the qualitative features of the two figures are in excellent agreement, including the fact that for larger injection velocity \(v_0\) (injection \(Re\)), a larger number of (smaller) particles are formed.

Figure 10 can also be used to determine the nucleation rate [33] of the particles. The nucleation rate is typically defined as the number, per unit volume and unit time, of the nuclei larger than a critical size. Thus, if a critical threshold for the size is set, the number of \((\text{CdS})_n\) clusters may be counted and plotted versus time, in a manner similar to Figure 10, but with a particle size threshold imposed. Clearly, if the critical size is large enough, then, although the total number of such nanosize clusters may increase at first, it will eventually decrease and approach a constant for large threshold sizes. Then, the nucleation rate

\[
\text{Nucleation rate} = \frac{\text{number of clusters}}{\text{volume} \times \text{time}}
\]
will simply be the slope of such a curve, normalised with the volume of the system.

The qualitative agreement between the MD results and the experimental data indicates the accuracy and power of the former for providing deeper insight into the process of nucleation and growth of nanoparticles by the type of the experimental system described in Part I, and simulated qualitatively in this study.

6. Summary

Extensive MD simulations were carried out in order to study the effect of injection velocity on the growth and size of CdS nanoparticle that are produced by a nanojet method. We demonstrated through the MD simulations that the PSD is narrower at higher injection velocities. High-speed injections create better mixing, decrease coagulation and force the size of the nanoparticles to saturate quickly. Though our MD simulations cannot access the same values of the $Re$ at which the experiments were carried out, the trends shown in Figures 8 and 10 are in agreement with the experimental data.

Hence, both the experiments [16] and the MD results presented in this study indicate one and the same conclusion: nanojets provide a precise way of controlling the size of nanoparticles, by adjusting the injection velocity of the fluids.
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