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Abstract—In this paper, based on a successively accuracy-increasing approximation of the \( \ell_0 \) norm, we propose a new algorithm for recovery of sparse vectors from underdetermined measurements. The approximations are realized with a certain class of concave functions that aggressively induce sparsity and their closeness to the \( \ell_0 \) norm can be controlled. We prove that the series of the approximations asymptotically coincides with the \( \ell_1 \) and \( \ell_0 \) norms when the approximation accuracy changes from the worst fitting to the best fitting. When measurements are noise-free, an optimization scheme is proposed which leads to a number of weighted \( \ell_1 \) minimization programs, whereas, in the presence of noise, we propose two iterative thresholding methods that are computationally appealing. A convergence guarantee for the iterative thresholding method is provided, and, for a particular function in the class of the approximating functions, we derive the closed-form thresholding operator. We further present some theoretical analyses via the restricted isometry, null space, and spherical section properties. Our extensive numerical simulations indicate that the proposed algorithm closely follows the performance of the oracle estimator for a range of sparsity levels wider than those of the state-of-the-art algorithms.

Index Terms—Compressed Sensing (CS), Nonconvex Optimization, Iterative Thresholding, the LASSO Estimator, Oracle Estimator.

I. INTRODUCTION

During the last decade with the appearance of theoretical and experimental results showing the possibility of recovering sparse signals from undersampled measurements, there has been an explosion of applications gaining from the reduction in the sampling rate. In fact, any field of science or engineering, where sampling a signal is part of the processing task, can potentially benefit from the line of research ongoing in the domain of compressed sensing (CS). This can be witnessed with applications in sciences such as quantum state tomography in physics [1], imaging in astrophysics [2], bacterial community reconstruction in biology [3], and genotyping in genetics [4]. In engineering, the number of applications is tremendous and includes magnetic resonance imaging [5], sampling of analog signals [6], array signal processing [7]–[9], and radar [10], to name a few.

A general formulation for the sampling in the compressed fashion is

\[
\mathbf{b} = A\hat{x} + w, \quad (1)
\]

in which \( \mathbf{b} \in \mathbb{R}^n \) is the vector of measurements, \( A \in \mathbb{R}^{n\times m} \) is the sensing matrix, \( \hat{x} \in \mathbb{R}^m \) is the unknown sparse vector with \( s \ll m \) nonzero elements, and \( w \) is the probable additive noise. In a nutshell, given \( \mathbf{b} \) and knowing \( A \), the goal in recovery of sparse vector from compressed measurements is to accurately estimate \( \hat{x} \). As (1) is underdetermined, recovery of \( \hat{x} \) from \( \mathbf{b} \) is ill-posed unless we know a priori that \( \hat{x} \) resides in a low-dimensional space. Sparsity enters the game, and the sparsest solution which is consistent to the measurements is sought via

\[
\min_x \|x\|_0 \quad \text{subject to} \quad \|A\mathbf{x} - \mathbf{b}\| \leq \epsilon \quad (2)
\]

in which \( \|x\|_0 \) designates the so-called \( \ell_0 \) norm of \( x \) defined as its number of nonzero entries, \( \| \cdot \| \) stands for the \( \ell_2 \) norm, and \( \epsilon \geq \|w\| \) is some constant. Under certain circumstances, the solution to (2) is close to \( \hat{x} \) in (1) [11], and, particularly, when \( w = 0 \) (i.e., measurements are noise-free),

\[
\min_x \|x\|_0 \quad \text{subject to} \quad A\mathbf{x} = \mathbf{b} \quad (3)
\]

exactly recovers \( \hat{x} \) [11]. Programs (2) and (3) are generally NP-hard [12]; however, their convex relaxations,

\[
\min_x \|x\|_1 \quad \text{subject to} \quad \|A\mathbf{x} - \mathbf{b}\| \leq \epsilon \quad (4)
\]

and

\[
\min_x \|x\|_1 \quad \text{subject to} \quad A\mathbf{x} = \mathbf{b}, \quad (5)
\]

can be considered instead. Convexification makes the recovery tractable at the cost of increasing the sampling rate needed for stable recovery along with increase in the reconstruction error [11]. A hot topic of research is, therefore, to propose recovery algorithms to push the sampling rate and reconstruction error as much as practically possible toward the intrinsic bounds of \( \ell_0 \) minimization. To this end, several nonconvex alternatives for (3) and (2) have been proposed in the literature. The list for the noise-free recovery is already rich (cf. [13]–[17]), yet, in the noisy recovery, there is still much room for improvement.
A. Contribution

In this paper, we propose a new algorithm for recovery of sparse vectors. Although, as will be shown in the numerical simulations, the proposed algorithm outperforms some of the state-of-the-art algorithms in the noise-free recovery, the main goal of introducing this method is to provide an effective algorithm for the more challenging problem of recovery from compressed noisy measurements. The core idea of the proposed method is to closely approximate the $\ell_0$ norm with a certain class of concave functions and then to minimize this approximation subject to the constraints. However, the consequent minimization problem is nonconvex, and the following approach is exploited to decrease the chance of getting stuck in local minima. In the beginning, a very rough approximation of the $\ell_0$ norm— which turns out to be the $\ell_1$ norm— appears in the minimization problem, and this is followed by solving a series of minimization problems with a successively better approximations of the $\ell_0$ norm. More precisely, the proposed algorithm is composed of two loops. In the outer loop, the accuracy of $\ell_0$ norm approximation is improved progressively, while, in the inner loop, the minimization problem is solved with the current fixed approximation of the $\ell_0$ norm. In accordance to the above explanation, the proposed algorithm is called SCSA standing for successive concave sparsity approximation.

In the noise-free case, our proposed algorithm involves solving some weighted $\ell_1$ minimization programs which is computationally demanding. Nonetheless, in the noisy case, we utilize an iterative thresholding method [18] to decrease the complexity and derive a closed-form solution for the thresholding operator. In addition, we theoretically characterize the conditions under which the proposed iterative thresholding method converges.

On the theoretical side, the SCSA algorithm is supported by some guarantees derived from the restricted isometry [19], null space [20], and spherical section [21] properties. On the numerical side, extensive empirical evaluations in the noisy case show that the SCSA algorithm significantly and consistently outperforms $\ell_1$ minimization as well as some other nonconvex methods in terms of reconstruction error, whereas the execution time is at most three times longer than that of one of the fastest algorithms in the comparison. Furthermore, we show that the SCSA algorithm closely follows the oracle estimator [22] for a broad range of sparsity levels.

B. Connections to Previous Work

The idea of the SCSA algorithm is borrowed from [23] that proposes a method for low-rank matrix recovery. In this work, we apply the same idea to the sparse recovery problem and propose an efficient optimization method for the noisy case which is not considered in [23]. Also, the underlying idea of SCSA is somehow connected to the ideas of the SL0 algorithm [15] and the algorithm of [24].

The fundamental difference with the SL0 algorithm is as follows. Let $\sigma$ denote the parameter that reflects the accuracy of $\ell_0$ norm approximation for SCSA, SL0, and the method of [24], where a smaller $\sigma$ corresponds to better accuracy. For SCSA, we use a class of subadditive functions which enables us to analytically prove that, under some conditions, minimizing the $\ell_0$ norm approximation for any $\sigma > 0$ leads to exact or accurate recovery in the noiseless or noisy cases. However, there is not such a guarantee for SL0 except for the asymptotic case of $\sigma \to 0$. This may also justify the performance improvement over SL0 demonstrated in our numerical simulations. Additionally, as the approximating functions differ, completely dissimilar optimization methods are exploited. In comparison to [24], the main distinctions are summarized as:

- The method of [24] has been proposed for the noise-free case and has been specialized for “reconstruction of sparse images,” while SCSA applies to the noisy case as well and is designed for the general framework of CS.
- In this work, theoretical analyses for the asymptotic cases of $\sigma \to \infty$ and $\sigma \to 0$ are provided.
- Here, convergence analysis for the proposed optimization methods is also given.
- [24] solves the associated optimization problem by smoothing the approximating functions to make it simpler, while SCSA introduces no smoothing.
- Finally, in this paper, the proposed initialization is theoretically motivated, while [24] intuitively justifies its different initialization.

C. Notations and Outline

$[x]$ designates the smallest integer greater than or equal to $x$. $\sin(x) = |x|/x$ for $x \in \mathbb{R} \setminus \{0\}$, and $\sin(0) = 0$. The $\max(\cdot), \min(\cdot)$ and $\min(\cdot)$ functions act component-wise on vector inputs. For a vector $x$, $\|x\|_1$ and $\|x\|$ denote the $\ell_1$ and $\ell_2$ norms, respectively, $\|x\|_0$ denotes the so-called $\ell_0$ norm, and $x_i$ represents the $i$th element. For vectors $x$ and $y$, $x \geq y$ means that $\forall i, x_i \geq y_i$, $x \otimes y$ indicates component-wise multiplication, and $\langle x, y \rangle = x^T y$ denotes the inner product. $X^\dagger$ denotes the Moore-Penrose pseudoinverse of the matrix $X$. For symmetric matrices $Y, Z, Y \succeq Z$ means $Y - Z$ is positive semidefinite. For a positive semidefinite matrix $X$, $\lambda_{max}(X)$ and $\lambda_{min}(X)$ denote the largest and smallest eigenvalues. $\text{null}(A)$ represents the null space of the matrix $A$. $N(0, \Sigma)$ designates the multivariate Gaussian distribution with mean $0$ and covariance $\Sigma$.

The rest of this paper is structured as follows. In Section II, the main idea of the SCSA algorithm is introduced, and Section III explains the optimization methods used in the noiseless and noisy cases. In Section IV, theoretical analyses are presented, and, in Section V, the performance of the SCSA method is evaluated and compared against some state-of-the-art algorithms by numerical simulations. Section VI concludes the paper.

II. MAIN IDEA OF THE SCSA ALGORITHM

A. Motivation

The problem of finding the sparsest solution of $Ax = b$ or the sparsest vector in the set $\{x \mid \|Ax - b\| \leq \epsilon\}$ can be interpreted as the task of approximating the Kronecker delta...
Some algorithms for recovery of sparse vectors implicitly or explicitly use different functions to approximate the delta function as \( \|x\|_0 = \sum_{i=1}^{n} 1 - \delta(x_i) \). Some of them are plotted in this figure, and among them, \( f_\sigma(x) = 1 - e^{-|x|/\sigma} \) more closely matches \( 1 - \delta(x) \) for a small \( \sigma \).

function (called herein the delta function for brevity). Let

\[
\delta(x) = \begin{cases} 
1 & \text{if } x = 0 \\
0 & \text{otherwise}
\end{cases}
\]

denote the delta function, then the \( \ell_0 \) norm of a vector \( x \) is equal to \( \|x\|_0 = \sum_{i=1}^{n} 1 - \delta(x_i) \) and can be approximated by \( \sum_{i=1}^{n} f(x_i) \) in which \( f : \mathbb{R} \to \mathbb{R} \) acts as a delta approximating (DA) function.\(^1\) Replacing the \( \ell_0 \) norm with the above approximation, the next step is to find a point in the feasible set that minimizes \( \sum_{i=1}^{n} f(x_i) \). To have a numerically tractable optimization problem, one needs to find suitable DA functions with some appropriate properties like convexity or continuity. Based on this formulation, \( f(x) = |x| \) promotes sparsity with the \( \ell_1 \) norm, and \( f(x) = |x|^p, 0 < p < 1 \), gives rise to \( \ell_p \) quasi-norm minimization. Another well-known example is \( \log(x) \) which leads to reweighted \( \ell_1 \) minimization [13].

Though \( \ell_1 \) minimization enjoys convexity, a number of theoretical and numerical analyses show the superiority of other DA choices. For instance, [25] and [26] show that, at least for some \( p \)'s in \((0, 1)\) and under smaller thresholds on the restricted isometry constant (RIC) [19], globally minimizing the \( \ell_p \) quasi-norm subject to the linear equations recovers sparse vectors uniquely. Also, [27], [28] prove that, in noisy CS and under some mild conditions, even locally minimizing the \( \ell_p \) quasi-norm via a certain optimization scheme leads to recovery of a solution with less error. On the numerical side, [14], [25], [29] give some numerical evaluations demonstrating the superiority of \( \ell_p \) quasi-norm minimization. Moreover, [13], [30], [31] analyze and compare the theoretical and/or numerical performance of reweighted \( \ell_1 \) minimization to \( \ell_1 \) minimization showing considerable improvements.

With this background, one may think whether better approximations of the delta function lead to higher performance in recovery of sparse vectors. In this paper, we use a class of DA functions which more closely approximate the delta function and show that this intuition is indeed the case. Fig. 1 shows the above DA functions as well as \( 1 - \exp(-|x|/\sigma) \), one of the exploited DA functions in this paper in which \( \sigma \) is a parameter to control the fitting to the delta function. Obviously, by choosing a small enough \( \sigma \), it is possible to have the best fit to the delta function among the plotted DA functions. Putting this DA function in the sparse recovery problem, we are proposing to solve

\[
\min_{x} \sum_{i=1}^{n} \left( 1 - \exp(-|x_i|/\sigma) \right) \quad \text{s.t.} \quad \|Ax - b\| \leq \epsilon, \quad (6)
\]

where \( \epsilon \) is equal to 0 in the noise-free case, to obtain a solution to (3) or (2).

\section*{B. Properties of DA Functions}

To establish theoretical analysis for the proposed algorithm and derive efficient optimization methods, we need to impose some assumptions on the DA functions, summarized in the following property.

\textbf{Property 1:} Let \( f : \mathbb{R} \to (-\infty, \infty) \) and define \( f_\sigma(x) \triangleq f(x/\sigma) \) for any \( \sigma > 0 \). The function \( f \) is said to possess Property 1, if

\begin{enumerate}[(a)]
  \item \( f \) is real analytic on \((x_0, \infty)\) for some \( x_0 < 0 \),
  \item \( \forall x \geq 0, f''(x) \geq -\mu_0 \), where \( \mu_0 > 0 \) is some constant,
  \item \( f \) is concave on \( \mathbb{R} \),
  \item \( f(x) = 0 \iff x = 0 \),
  \item \( \lim_{x \to +\infty} f(x) = 1 \).
\end{enumerate}

It follows immediately from Property 1 that \( \{f_\sigma(|x|)\} \) converges pointwise to \( 1 - \delta(x) \) as \( \sigma \to 0^+ \); i.e.,

\[
\lim_{\sigma \to 0^+} f_\sigma(|x|) = \begin{cases} 
0 & \text{if } x = 0 \\
1 & \text{otherwise.}
\end{cases}
\]

Besides the DA function \( f(x) = 1 - e^{-x} \) which is mainly used in this paper, there are other functions that satisfy conditions of Property 1 including

\[
f(x) = \begin{cases} 
x/\sigma \quad & \text{if } x \geq x_0 \\
-x/\sigma + x_0 + 1 & \text{if } x < x_0 \end{cases}
\]

for some \(-1 < x_0 < 0 \).

\section*{C. The Main Idea}

To obtain higher performance in recovery of sparse vectors, we propose to closely approximate the \( \ell_0 \) norm and then solve the consequent optimization problem. More precisely, let \( f(\cdot) \) denote a function possessing Property 1, then we define \( F_\sigma(|x|) = \sum_{i=1}^{n} f_\sigma(|x_i|) \equiv \|x\|_0 \) and use

\[
\min_{x} \left( F_\sigma(|x|) = \sum_{i=1}^{n} f_\sigma(|x_i|) \right) \quad \text{subject to} \quad Ax = b \quad (7)
\]

to find a solution to (3) and

\[
\min_{x} F_\sigma(|x|) \quad \text{subject to} \quad \|Ax - b\| \leq \epsilon \quad (8)
\]

to obtain a solution to (2). Expectedly, these optimization problems are not convex, and any algorithm may get stuck in a local minimum.

---

1 Clearly, \( f(x) \) is approximating \( 1 - \delta(x) \), not the delta function. Nevertheless, we call it DA function for the sake of easy referral.
Intuitively, when \( \sigma \) is small and \( F_\sigma(|x|) \) approximates \( \|x\|_0 \) with a good accuracy, there are many local solutions which makes the task of optimizing (7) and (8) very hard. In contrast, if \( \sigma \) is relatively large, while the accuracy of the approximation is not good, \( F_\sigma(|x|) \) has a smaller number of local minima. In line with this, in the asymptotic case, it will be shown that \( \sigma F_\sigma(|x|) \) becomes convex as \( \sigma \) tends to infinity.

Following the same approach as in [15, 24, 32], a continuation scheme for solving (7) and (8) is utilized which helps in achieving the sparsest solution of \( Ax = b \) and \( \{x \mid \|Ax - b\|_2 \leq \epsilon\} \) instead of finding a local minimum. This scheme is also known as graduated nonconvexity approach [33] and is applied as follows. Initially, optimization of (7) or (8) is started with a very large value of \( \sigma \), and the solution is passed as an initial guess to the next iteration in which (7) or (8) is solved for a smaller value of \( \sigma \). These iterations continue until reaching a desired accuracy.

The above graduated nonconvexity approach can be also interpreted as an efficient scheme for finding an initial initialization point that can be used to solve (7) or (8) for a sufficiently small \( \sigma \). In other words, all the optimization problems done before solving the final problem can be viewed as a procedure to find a good initial point for the final problem.

### III. IMPLEMENTATION OF THE SCSA ALGORITHM

Contrary to [24] that tries to solve (7) by converting it to an unconstrained problem and smoothing the DA function around the origin, we solve (7) directly by employing a majorize-minimize (MM) technique [34] without smoothing the DA function. This approach leads to iteratively solving a few weighted \( \ell_1 \) minimization (or linear) programs. Inspired by the iterative thresholding (IT) technique, we also propose two efficient methods for the noisy case of (8) which are computationally attractive.

#### A. Optimization for a Fixed \( \sigma \) in the Noise-Free Case

Although \( F_\sigma(|x|) \) is not a differentiable function, by restricting \( x \) to be in the positive orthant, we can drop \( \cdot \) from its argument, and make it differentiable. In other words, if we look for the sparsest solution which belongs to the positive orthant, then we can use \( f_\sigma(x) = 1 - \exp(-x/\sigma) \) with the constraint \( x \geq 0 \) in (6) and, in this way, make the cost function differentiable. Nevertheless, exploiting the same technique as in the conversion of (5) to a linear program [12], we can overcome this restriction. To be precise, let

\[
y = \begin{bmatrix} x_p^T & x_m^T \end{bmatrix}^T
\]

denote a column vector of length \( 2m \) in which \( x_p = \max(x, 0) \) and \( x_m = -\min(x, 0) \). The elements of \( y \) are nonnegative, \( F_\sigma(y) = F_\sigma(|x|) \), and the constraints \( Ax = b \) are converted to \( [A, -A]y = b \). By introducing this new vector, (7) can be reformulated as

\[
\min_y F_\sigma(y) \quad \text{subject to} \quad [A, -A]y = b, \quad y \geq 0.
\]

The following theorem proves that, by solving (9), we are able to optimize program (7).

**Theorem 1:** For any class of functions possessing Property 1, programs (7) and (9) are equivalent.

**Proof:** The proof follows the same lines as in the proof of equivalence of \( \ell_1 \)-minimization to a linear program [12]. Let \( y^* = [u^T v^T]^T \), where \( u, v \in \mathbb{R}^m \), denote an optimal solution to (9). To show that (7) and (9) are equivalent, it is sufficient to show that the definition of \( y \) in (9) is not violated, or, mathematically speaking, the supports of \( u \) and \( v \) do not overlap. Assume, to the contrary, that they overlap at index \( k \). Without loss of generality, further assume that \( u_k > v_k \), then there is another solution \( \tilde{y} = [\tilde{u}^T \tilde{v}^T]^T \) with \( \tilde{u} = u \) and \( \tilde{v} = v \) except for \( \tilde{u}_k = u_k - v_k \) and \( \tilde{v}_k = 0 \). This new solution is feasible since \( \tilde{u}_k \geq 0, \tilde{v}_k \geq 0 \), and \( [A, -A]\tilde{y} = b \). However, \( F_\sigma(\tilde{y}) \) is smaller than \( F_\sigma(y^*) \) by \( F_\sigma(u_k) + F_\sigma(v_k) - F_\sigma(u_k - v_k) > 0 \) which contradicts the optimality of \( y^* \).

Since (9) is a concave program, the MM technique can be easily used to find at least a local solution. The first-order concavity condition for \( F_\sigma(\cdot) \) implies that

\[
F_\sigma(y) \leq F_\sigma(\tilde{y}) + \langle y - \tilde{y}, \nabla F_\sigma(\tilde{y}) \rangle = H_\sigma(y, \tilde{y})
\]

for some \( \tilde{y} \) in the feasible set. To apply the MM technique, \( H_\sigma(\cdot, \cdot) \) is selected as a surrogate function. Consequently, neglecting the fixed terms, to obtain a solution to (7), one needs to iteratively solve

\[
y_{k+1} = \arg\min_y \left\{ \langle \nabla F_\sigma(y_k), y \rangle \mid [A, -A]y = b, \ y \geq 0 \right\}
\]

for \( k \geq 0 \) until convergence. It can be verified that the program (10) is equal to a weighted \( \ell_1 \) minimization

\[
x_{k+1} = \arg\min_x \left\{ \|Wx\|_1 \mid Ax = b \right\}
\]

where \( W = \text{diag}(\nabla F_\sigma(\cdot)|_{|x|_1}) \) and \( \nabla F_\sigma(\cdot)|_{|x|_1} \) denotes the gradient of \( F_\sigma \) calculated at point \( |x|_1 \).

The next proposition, which can be easily deduced from [23, Theorem 3], proves the convergence of the proposed MM based approach.

**Proposition 1:** The sequence \( \{y_k\} \) obtained from (10) is convergent to a local minimum of (9), and \( F_\sigma(y_{k+1}) \leq F_\sigma(y_k) \) for all \( k \geq 0 \).

#### B. Optimization for a Fixed \( \sigma \) in the Noisy Case

A computationally attractive way to find a solution to an unconstrained optimization problem, in which the cost function is composed of the sum of a smooth and a nonsmooth convex function, is to use iterative thresholding or proximal algorithms; see [18] for a comprehensive discussion. This kind of problems is represented as

\[
\min_x \lambda\rho(x) + h(x),
\]

where \( \rho(x) \) is convex but possibly nonsmooth, \( h(x) \) is convex and differentiable with Lipschitz continuous gradient, and \( \lambda \) is a regularization parameter. Particularly, program (4) can be
converted to an equivalent unconstrained optimization problem, known also as the LASSO program [35],
\[
\min_{x} \lambda \|x\|_1 + \|Ax - b\|^2,
\]  
(13)
where $\lambda > 0$ is a constant to regularize between solution sparsity and consistency to measurements. Accordingly, (4) can be solved by applying iterative soft thresholding method on (13). This special case of proximal methods is known as the iterative soft thresholding (IST) method. More generally, (13) can be written as
\[
\min_{x} \lambda \|x\|_1 + h(x),
\]  
(14)
where $h(x)$ is as in (12). The IST method is aimed for finding a solution to (14) by iteratively solving [36]
\[
x_{k+1} = S_{\lambda \mu}(x_k - \mu \nabla h(x_k)),
\]  
(15)
where $\mu$ is a step-size parameter. The above program admits a unique closed-form solution given by
\[
x_{k+1} = S_{\lambda \mu}(x_k - \mu \nabla h(x_k)),
\]  
(16)
where $\mu$ is as in (12) and $\lambda$ is a regularization parameter similar to (14) and, in general, may be a function of $\sigma$.

Similar to the convex case, (16) can be optimized by iteratively solving
\[
x_{k+1} = \arg\min_{\tau} \left\{ \|x - x_k, \nabla h(x_k)\| + \frac{1}{2\mu} \|x - x_k\|^2 + \lambda \sigma F_\sigma(|x|) \right\}
\]  
(17)
until convergence. Ignoring constant terms, it can be verified that the program (17) is equal to
\[
x_{k+1} = \arg\min_{\tau} \left\{ \frac{1}{2\mu} \|x - (x_k - \mu \nabla h(x_k))\|^2 + \lambda \sigma F_\sigma(|x|) \right\}.
\]  
(18)
For a general $F_\sigma(\cdot)$, one should use iterative methods to solve (18).

Theorem 2: Let $M > 0$ denote the smallest Lipschitz constant of $\nabla h$, and let $M'$ be the smallest value such that $\lambda \sigma \nabla^2 F_\sigma(x) \geq -M' I$, $\forall x \geq 0$. For any $\mu \in (0, \frac{M}{M+M'})$, the sequence $\{x_k\}$ generated by (17) is convergent to a stationary point of (16).

Although the IT technique has a low complexity, it lacks fast convergence rate [36]. To speed up the rate of convergence, a Nesterov’s like acceleration step is added in [36] to the IST method which considerably increases the rate of convergence. While the complexity does not boost, improvement in the convergence rate is considerable. To accelerate our IT based approach, without proving the convergence, we also exploit a similar technique based on the FISTA algorithm [36]. We call this instance of the SCSA algorithm fast iterative thresholding (FIT) based.

Now, let us remark on how the regularization parameter $\lambda$ should be scaled with $\sigma$. For (16) with $h(x) = \|Ax - b\|^2$, a necessary condition for optimality of a point $x^*$ is that
\[
0 \in 2A^T Ax^* - 2A^T b + \lambda \sigma \partial F_\sigma(|x^*|)
\]  
(20)
where $\partial F_\sigma(|x^*|)$ denotes the Clarke subdifferential [38] of $F_\sigma(\cdot)$ at point $x^*$. Particularly, in the scalar case, $\partial F_\sigma(|x|)$ for $f_\sigma(|x|) = 1 - e^{-|x|/\sigma}$ is given by
\[
\partial f_\sigma(|x|) = \begin{cases} \frac{\text{sign}(x)}{\sigma} e^{-|x|/\sigma} & \text{if } x \neq 0 \\ [1/\sigma, 1/\sigma] & \text{if } x = 0. 
\end{cases}
\]

Let $\tau, x^*_\tau$, and $A_\tau$ denote the support set of $x^*$ and restriction of $x^*$ and $A$ to the entries and columns indexed by $\tau$, respectively. Condition (20) implies that
\[
x^*_\tau = A_\tau^\dagger b - \frac{\lambda}{2\sigma} (A_\tau^T A_\tau)^{-1} \text{sign}(x^*_\tau) \odot e^{-|x^*_\tau|/\sigma},
\]  
(21)
where $a_{i\tau}$ denotes the $i$th column of $A$. The second term in the right-hand side of (21) disappears when $\sigma \to 0$, since the exponential terms decay faster than $\sigma$. Therefore, if $\tau$ coincides with the support set of the true solution, (21) shows that $x^*_\tau$ tends to the oracle solution, which is obtained by knowing the support set of the true solution. However, when $\sigma$ is decreased to smaller values, inequality (22) will be satisfied easier, and (16) will give solutions with smaller sparsity levels. In fact, $|a_{i\tau}^T (A_\tau x^*_\tau - b)|$ measures how close are the residual $A_\tau x^*_\tau - b$ and the $i$th column of $A$; hence, the larger the threshold, the larger the number of indices of columns of $A$ to be excluded from $\tau$. Moreover, the threshold $\lambda \sigma / \sigma$ should naturally be independent of $\sigma$ but dependent on the noise level. Thus, to have this threshold independent of $\sigma$, $\lambda \sigma$ is scaled linearly with $\sigma$; i.e., $\lambda \sigma = \lambda \sigma T$ for some constant $\lambda$.

A closer look at the thresholding operator introduced in (25) reveals an interesting interpolation property. Formally, in Propositions 2 and 4, we will show how (7) asymptotically converges to $\ell_0$ and $\ell_1$ minimization when $\sigma$ goes to 0 or $\infty$. The thresholding operator $T_{\lambda \sigma}^\sigma(\cdot)$, however, also more simply illustrates this asymptotical behavior for $1 - \exp(-|x|/\sigma)$.

2For $h(x) = \|Ax - b\|^2$ and $F_\sigma(x) = \sum_{i=1}^m 1 - e^{-|x_i|/\sigma}$, $M = 2\lambda_{\max}(A^T A)$ and $M' = \lambda \sigma / \sigma^2$. 
Figure 2 displays $T_{\lambda_\sigma}^{(\sigma)}(\cdot)$ for $\sigma = 100, 1, \text{and } 0.1$ when $\lambda_\sigma = \lambda \sigma$ and $\lambda$ is fixed to $1$. In this plot, when $\sigma$ is relatively large, $T_{\lambda_\sigma}^{(\sigma)}(\cdot)$ is very close to the soft thresholding operator, whereas, for a small $\sigma$, it is very similar to the hard thresholding operator [39], which according to the formulation used in this paper is defined as

$$H_\lambda(x) = |x|I_{|x| > \sqrt{2\lambda}},$$

(23)

where $I$ denotes the indicator function. This shows that when $\sigma$ is swept from very large to smaller values, the thresholding operator gradually converts from the soft thresholding operator to the hard thresholding operator, making an interpolation between $\ell_1$ and $\ell_0$ minimization.

Finally, it is worth comparing our above proposed approach to a few other available methods. In [27] and [40], a multistage convex relaxation method for solving (16) has been proposed, where the nonconvex function $F(\cdot)$ is more general than those defined by Property 1.\(^3\) When $F(\cdot)$ is aimed for sparsity regularization, the proposed optimization method involves solving a number of weighted versions of (13). Namely, one needs to iteratively solve

$$x_{k+1} = \text{argmin}_x \left\{ \lambda \|W_k x\|_1 + \|Ax - b\|^2 \right\},$$

where $h(x)$ is assumed to be equal to $\|Ax - b\|^2$ and $W_k$ is the weighting matrix that depends on $x_k$ (the previous solution) and the function $F(\cdot)$ [27], [40]. In contrast to this approach and instead of solving a sequence of optimization problems to obtain a solution to (16), our proposed method directly solves (16) which in turn seems to be more computationally efficient. Moreover, in [41], a regularization path-following algorithm for solving (16) is introduced which is based on the iterative thresholding approach. Along with this algorithm, some strong theoretical guarantees are provided for a special class of nonconvex regularizations. This algorithm as well as its theoretical analyses, however, cannot be applied to the DA functions considered herein since, for instance, $f_{\sigma}(|x|) = 1 - \exp(-|x|/\sigma)$ does not satisfy regularity condition (a) in [41].

\section*{C. Initialization}

The following proposition proves that when $\sigma \to \infty$, a scaled version of $F_\sigma(\cdot)$ becomes equal to the $\ell_1$ norm. Consequently, the MM based instance of the proposed algorithm is initialized with a minimum $\ell_1$-norm solution of $Ax = b$, and the IT and FIT based instances are initialized with the solution obtained by the FIT algorithm. The proof easily follows from [23, Theorem 1].

**Proposition 2:** For any class of functions $\{f_\sigma\}$ possessing Property 1,

$$\lim_{\sigma \to \infty} \sigma F_\sigma(\|x\|) = \|x\|_1,$$

where $\gamma = f'(0) \neq 0$.

\(^3\)In the formulation of [27], $F(\cdot)$ also does not depend on any scaling parameter like $\sigma$.

\section*{D. The Final Algorithm}

Putting all the above steps together, the final algorithm, summarized in Algorithm 1, is obtained by exploiting $f_\sigma(x) = 1 - e^{-x/\sigma}$ and $h(x) = \|Ax - b\|^2$. As shown in Algorithm 1, our proposed algorithm consists of two loops. In the outer loop, $\sigma$ is gradually decreased by a factor $c$ to have better approximations of the $\ell_0$ norm in the optimization problem solved in the inner loop. Given a fixed $\sigma$, the inner loop solves (7) or (16) iteratively. According to the method used in optimizing (7) or (16) for a fixed $\sigma$, three instances of the SCSA algorithm are summarized as

- SCSA-LP (based on linear programming),
- SCSA-IT (based on the IT method),
- SCSA-FIT (based on the FIT method).

To completely characterize the implementation of this algorithm, the following remarks are in order.

**Remark 1.** Parameter $\sigma$ is decayed by a multiplicative factor $c$ which should be chosen in the interval $(0, 0.5)$. We will discuss how to properly choose it in Section V with more details. Furthermore, following the same reasoning as in [23], $\sigma_0$ is set to $5 \max \{|x_0|\}$ because this $\sigma_0$ virtually acts as if $\sigma$ tends to $\infty$.

**Remark 2.** $d_1 = \|x_i - x_{i-1}\|/\|x_{i-1}\|$ and $d_2 = \|\tilde{x}_j - \tilde{x}_{j-1}\|/\|\tilde{x}_{j-1}\|$ measure relative distances between the solutions of successive iterations of the outer and inner loops, re-
Algorithm 1 The SCSA algorithm

Input: A, b, λ (Only for IT and FIT based instances)

Initialization:
1. \( c \in (0, 0.5) \): decreasing factor for \( σ \).
2. \( ε_1, ε_2 > 0 \): stopping thresholds for outer and inner loops.
3. \( h(x) = \|Ax - b\|^2 \), \( f_\sigma(x) = 1 - \varepsilon^{-1/σ} \).

4. \( \{ \)
   - LP: \( x_0 = \arg\min_x \{ \|x\| : Ax = b \} \).
   - IT or FIT based: \( x_0 = \arg\min_x \{ λ\|x\|_1 + \|Ax - b\|^2 \} \).
5. \( σ_0 = 8 \max |x_0| \).

Body:
1. \( i = 0, σ = σ_0 \).
2. while \( d_1 > ε_1 \) do
3. \( x_i = x_j, j = 0, i = i + 1, λ_\sigma = λσ \).
4. while \( d_2 > ε_2 \) do
5. \( j = j + 1 \).
6. \( W = \text{diag}(\nabla F(x_j)) \).
   \( x_j = \arg\min_x \{ \|Wx\|_1 : Ax = b \} \).
7. \( \{ \)
   - IT based: \( x_j = T_{\lambda, σ}^{x_j}(x_{j-1} - μ∇h(x_{j-1})) \).
   - FIT based: \( x_j = \text{Opt}_\text{FIT}(A, b, λ, σ, σ, ε_2) \).
8. \( d_2 = \|x_j - x_{j-1}\|_1 / \|x_{j-1}\|_1 \).
9. end while
10. \( x_i = x_j \).
11. \( d_1 = \|x_i - x_{i-1}\|_1 / \|x_{i-1}\|_1 \).
12. \( σ = cσ \).
13. end while

Output: \( x_i \).

respectively, and are used to stop execution of these loops. In the proposed continuation approach, it is not necessary to run the inner loop until convergence, and it is just needed to get close to the minimizer for the current value of \( σ \). Consequently, \( ε_1 \) is usually set a few orders of magnitude smaller than \( ε_2 \). For the noise-free case, \( ε_1 = 10^{-3} \) and \( ε_2 = 10^{-2} \) are suggested. In the noisy case, since the IT and FIT based approaches are relatively slow and the difference between two consecutive solutions is not large, \( ε_1 \) and \( ε_2 \) should be chosen smaller. Moreover, as SCSA-IT generally has a slower convergence rate, \( ε_2 \) (the threshold for the inner loop) for this instance of SCSA should be smaller than that of SCSA-FIT. This choice, as will be shown in numerical simulations, leads to a similar performance in terms of reconstruction accuracy. \( ε_1 \) and \( ε_2 \) are also functions of the regularization parameter \( λ \). Putting altogether, we numerically found that a good choice for SCSA-IT is \( ε_1 = \min(10^{-4}, 10^{-3}λ) \) and \( ε_2 = \min(10^{-4}, 10^{-3}λ) \) and for SCSA-FIT is \( ε_1 = \min(10^{-4}, 10^{-3}λ) \) and \( ε_2 = \min(10^{-4}, 10^{-3}λ) \).

Remark 3. Proposition 2 can be strengthened to
\[ \lim_{σ \to ∞} \arg\min_{x \neq 0} \{ F_\sigma(∥x∥) : Ax = b \} = \arg\min_{x \neq 0} \{ ∥x∥_1 : Ax = b \}. \]

provided that the above \( ℓ_1 \) minimization has a unique solution. Nevertheless, since not a strictly convex program, it may occur that \( ℓ_1 \) minimization does not admit a unique solution. Let \( S_0 \) and \( S_1 \) denote the solution sets of (3) and (5), respectively. An interesting problem is to characterize the conditions under which \( S_0 \) (which we assume to be a singleton set) is a subset of \( S_1 \). Given these conditions, one can hope to devise a suitable optimization algorithm which is theoretically guaranteed to start from a point in \( S_1 \) and end up in the unique solution of (3). In this fashion, the guaranteed recovery bounds for \( ℓ_1 \) minimization can be improved.

Remark 4. As discussed earlier, \( λσ \) is set to \( λσ \) for some \( λ > 0 \). This choice can be also justified as follows. Since SCSA in the noisy case is initialized with a solution to (13) and \( \lim_{σ \to ∞} f_\sigma(x) = ∥x∥_1 \), it is natural to set \( λσ \) to have the same cost function in (13) and (16) for \( σ \to ∞ \).

IV. THEORETICAL ANALYSIS

A thorough performance analysis of the SCSA algorithm considering all of its steps seems to be very hard and cannot be embedded in this paper. In this section, however, by analyzing programs (7) and (8) for any \( σ > 0 \) and/or \( σ \) tending to \( 0^+ \), we provide simplified analyses which will give the reader a theoretical insight about how the main idea works. These analyses are simply extracted from the results in [20], [23], [42], [43] and are based on the null-space [20], restricted isometry [19], and spherical section proprieties [21], [44] of the sensing matrix. We recall or modify them in order to be able to study the performance of the proposed algorithm.

Null-space based recovery conditions: It can be verified that Property 1 implies the ‘sparseness measure’ definition in [20]. Consequently, based on Theorems 2 and 3 and Lemma 4 of [20], a necessary and sufficient condition for exact recovery of sparse vectors via (7) is as follows. Let us define
\[ \theta_{f_\sigma}(s, A) = \sup_{\|h\| < \epsilon} \frac{\sum_{i=1}^{s} f_{\sigma}(h_i^\perp)}{\sum_{i=1}^{m} f_{\sigma}(h_i^\perp)}, \]
where \( h_i^\perp \) denotes the \( i \)-th largest (in magnitude) component of \( h \), \( \theta_{f_\sigma}(s, A) < 1/2 \) is a necessary and sufficient condition for exact recovery of all vectors with sparsity at most \( s \). These conditions are weaker than those corresponding to \( ℓ_1 \) minimization and lead to the following proposition which is a special case of [20, Proposition 5].

Proposition 3: Let \( m_{f_\sigma}(A) \), \( m_{f_\sigma}(A) \), and \( m_{f_\sigma}(A) \) denote the maximum sparsity such that all vectors \( x \) with \( \|x\|_0 \leq m_{f_\sigma}(A) \), \( \|x\|_0 \leq m_{f_\sigma}(A) \), and \( \|x\|_0 \leq m_{f_\sigma}(A) \) can be uniquely recovered by (7), (3), and (5), respectively. For any \( f_\sigma(\cdot) \) possessing Property 1,
\[ m_{f_\sigma}(A) \leq m_{f_\sigma}(A) \leq m_{f_\sigma}(A). \]

The so-called robust recovery condition is satisfied if all vectors with sparsity at most \( s \) can be recovered from (8) with an error proportional to \( ε \geq \|w\| \) [43]. In general, extension of the above necessary and sufficient conditions to robust recovery of sparse vectors from noisy measurement is not easy. However, [43] proves that, under some mild assumptions, the sets of sensing matrices satisfying the exact and robust recovery conditions differ by a set of measure zero. In other words, \( \theta_{f_\sigma}(s, A) < 1/2 \) also guarantees the accurate recovery of sparse vectors via (8) for most sensing matrices.

Restricted isometry property based conditions: Let \( δ_{2s} \) and \( δ_{3s} \) denote the restricted isometry constants of orders \( 2s \) and \( 3s \) defined in [19]. For a general concave function \( f_\sigma(\cdot) \) (including those satisfying Property 1), [42] shows that \( δ_{2s} < 1/2 \) and \( δ_{3s} < 2/3 \) are sufficient for accurate recovery of a sparse vector with the \( ℓ_0 \)-norm not greater than \( s \) via (8).
Spherical section property based conditions: While the above recovery conditions do not provide strict superiority to $\ell_1$ minimization, the following proposition shows that, in the noise-free case, one can obtain a solution arbitrarily close to the unique solution of $\ell_0$ minimization by properly choosing $\sigma$. Indeed, as long as $\ell_0$ minimization admits a unique solution, it is possible to recover it by (7) letting $\sigma \to 0$. However, it is obvious that, for sufficiently sparse vectors, $\theta_{f_{\sigma}}(s, A) < 1/2$ guarantees exact recovery for any $\sigma > 0$. To state the result, first, the definition of the spherical section property is recalled. 

Definition 1 (Spherical Section Property [21, 44]): The sensing matrix $A$ possesses the $\Delta$-spherical section property if, for all $w \in \text{null}(A) \setminus \{0\}$, $\|w\|_1^2/\|w\|^2 \geq \Delta(A)$. In other words, the spherical section constant of the matrix $A$ is defined as 

$$
\Delta(A) \triangleq \min_{w \in \text{null}(A) \setminus \{0\}} \frac{\|w\|^2_1}{\|w\|^2}.
$$

It is known that many randomly generated sensing matrices possess the SSP with high probability [44]. The proof of the following proposition easily follows from Proposition 4 of [23] by restricting the matrices to be diagonal.

Proposition 4: Assume that $A \in \mathbb{R}^{n \times m}$ has the $\Delta$-spherical property, and consider a class of functions $\{f_{\sigma}\}$ possessing Property 1. Let $x_\sigma$ denote a solution to (7), and let $\tilde{x}$ represent a minimizer of (3). Assume that $\tilde{x}$ satisfies $\|\tilde{x}\|_0 < \Delta/2$ which implies that $\tilde{x}$ is the unique solution to (3). Then 

$$
\|x_\sigma - \tilde{x}\| \leq \frac{\alpha_{\sigma}}{\sqrt{\Delta} - \sqrt{\Delta - 1}}
$$

where $\alpha_{\sigma} = \left| f_{\sigma}^{-1}(1 - \frac{1}{n}) \right|$. The above inequality also leads to 

$$
\lim_{\sigma \to 0^+} x_\sigma = \tilde{x}.
$$

V. NUMERICAL EXPERIMENTS

To assess the effectiveness of the SCSA algorithm in recovering sparse vectors, a number of numerical experiments are performed. Initially, the effect of parameter $c$ is examined, and a suitable choice for this parameter is proposed. Next, the performance of SCSA in noiseless and noisy settings is evaluated and compared to some of the state-of-the-art algorithms. The general experimental setups as well as specific settings for the noise-free and noisy cases are described in the following subsection.

A. Experimental SetUp

We use randomly generated sparse vectors and sensing matrices in all numerical experiments. More specifically, following common practice, each entry of the sensing matrix $A$ is generated independently from the zero-mean, unit-variance Gaussian distribution $\mathcal{N}(0,1)$, and the columns of $A$ are normalized to have unit $\ell_2$-norm. To construct a sparse vector $\tilde{x}$ with $\|\tilde{x}\|_0 = s$, first, the location of nonzero components is sampled uniformly at random among all possible subsets of $\{1, \cdots, m\}$ with cardinality $s$. Then the values of nonzero components are drawn independently from either $N(0,1)$ or the Rademacher distribution of $\{\pm 1\}$ with equal probability. Moreover, when measurements are noisy, the noise vector $w$ is always drawn from $N(0, \sigma_w^2 I)$. Finally, the vector of measurements $b$ is equal to $A\tilde{x} + w$, where $w = 0$ when the noise-free case is under consideration.

Let $\tilde{x}$ denote the output of one of the algorithms used in the numerical experiments to recover the sparse vector $\tilde{x}$ from either noisy or noiseless measurements. We use the following four quantities to measure and compare reconstruction accuracy in different experiments.

- **Reconstruction SNR in dB:**
  $$
  \text{SNR}_{\text{rec}} \triangleq 20 \log_{10}(\|\tilde{x}\|/\|\tilde{x} - \hat{x}\|)
  $$
  which will be used in Experiment 1 and, implicitly, in Experiment 2.

- **Median reconstruction SNR:**
  $$
  \text{MSNR}_{\text{rec}} \triangleq 10 \log_{10}(\|\tilde{x}\|^2/\text{median}(\|\tilde{x} - \hat{x}\|^2))
  $$
  where $\text{median}(\|\tilde{x} - \hat{x}\|^2)$ denotes the median of $\|\tilde{x} - \hat{x}\|^2$ over all the Monte-Carlo simulations. MSNR$_{\text{rec}}$ is used in Experiments 3 and 4.

- **Support recovery rate (SRR):**
  Let $\tilde{\tau}$ and $\hat{\tau}$ denote the support set of $\tilde{x}$ and the set of indices of the $s$ largest (in magnitude) components of $\tilde{x}$, respectively. SRR is defined as the number of realizations in which $\tilde{\tau} = \hat{\tau}$ normalized by the total number of Monte-Carlo simulations. SRR is used in Experiment 4.

- **Mean-squared error (MSE) which is the sample mean of $\|\tilde{x} - \hat{x}\|^2$ and will be used in Experiment 5.

Besides the accuracy, execution time, as a rough measure of the computational complexity, is used to compare algorithms. All simulations are performed in MATLAB 8 environment using an Intel Core i7-4600U, 2.1 GHz processor with 8 GB of RAM, under Microsoft Windows 7 operating system.

1) noise-free case: An algorithm is declared to be successful in recovering the solution, if SNR$_{\text{rec}} \geq 60$ dB. Consequently, to compare the performance of different algorithms, we use the success rate defined as the number of times an algorithm successfully recovers the solution divided by the total number of trials. To solve (5) and (11), where the latter is also used in the implementation of some of the algorithms in the comparison with an algorithm-dependent weighting matrix, we use the $\ell_1$-magic [45].

2) noisy case: We assume that the noise variance, $\sigma_w^2$, is known; thus, it is possible to use the following formula [35], [46]

$$
\lambda = 2c_r\sigma_w\Phi^{-1}(1 - \frac{\alpha_r}{2m})
$$

(24) to choose the regularization parameter for the LASSO estimator (13). With the above choice, in which $c_r > 1$ is some constant and $\Phi$ is the cumulative density function of $N(0,1)$, the LASSO estimator achieves the so-called ‘near-oracle’ performance with probability at least $1 - \alpha_r$ [46]. In our numerical experiments, $c_r$ and $\alpha_r$ are set to 1.05 and 0.5, respectively. The above regularization parameter is used for

5As will be explained later in Subsection V-D, with this choice of $\alpha_r$ which is the same as in [47], we are evaluating the typical performance of the LASSO, SCSA-IT, and SCSA-FIT algorithms.
IST and FISTA based implementations of the LASSO as well as IT and FIT instances of the SCSA algorithm.

Finally, it should be mentioned that, to have more stable plots without large fluctuations, in the noisy case, we normalize the $\ell_2$ norm of each $s$-sparse vector to $\sqrt{s}$.

B. Effect of Parameter $c$

Experiment 1. To increase the accuracy of approximating the $\ell_0$ norm in SCSA, $\sigma$ is decreased according to the rule $\sigma_i = c\sigma_{i-1}, i \geq 1$. Intuitively, a small value for $c$ corresponds to fast decay of $\sigma$ and increase in the risk of getting trapped in local solutions. In contrast, a relatively large value of $c$ leads to smooth changes in $F_\sigma(x)$ where it is more likely to end up in the global solution. In the simplest case, where the sparsity of the solution is small enough and measurements are noise-free, the sufficient condition stated in Section IV implies that (5) and (7) have the same unique solution. As SCSA is initialized with the minimum $\ell_1$-norm solution and Proposition 1 proves that, for any $\sigma$, $F_\sigma(x)$, in the inner loop, is nonincreasing, the SCSA algorithm converges after 2 iterations independent of $c$. Moreover, in the noisy case, from the theoretical analysis presented in Section IV and the proof of Theorem 2 which shows that $\lambda_0 F_\sigma(|x_i|) + h(x_i)$ is not increasing in $i$, we expect a similar behavior. On the other hand, when the sparsity level increases, to decrease the risk of getting trapped in local minima, a larger $c$ should be selected.

To see the above intuitions, the effect of parameter $c$ in the reconstruction SNR in noisy and noiseless cases is numerically experimented. The dimensions of the sensing matrix are fixed to $200 \times 400$, $\sigma_w$ is equal to $10^{-3}$, and the sparse vectors are Gaussian distributed. The experiment is repeated for 3 different cardinalities ($s = 5, 100, 105$), and SNR$_{rec}$ is averaged over 100 trials. Fig. 3 shows the averaged SNR$_{rec}$'s as a function of $c$. As predicted, when $s$ is small, the SNR$_{rec}$ is always high. On the other hand, for high sparsity, after passing a critical value, SNR$_{rec}$ remains almost unchanged. Based on this observation, in the remaining experiments, we conservatively set $c$ to 0.1.

C. Noise-Free Recovery

Experiment 2. In this experiment, the performance of the SCSA algorithm in the noise-free setting is compared to $\ell_1$ minimization, the SL0 algorithm [15], $\ell_p$ quasi-norm minimization [14], [16], and reweighted $\ell_1$ minimization [13] in terms of success rate and execution time. The following implementation method and parameters are used for each algorithm.

- When implementing the SCSA algorithm, $\epsilon_1$ and $\epsilon_2$ are set to $10^{-3}$ and $10^{-2}$, respectively, and $c$ is set to 0.1.
- For SL0 (MATLAB code: http://ee.sharif.edu/~SLzero/), the following parameters are used: $\text{sigma\_min}=10^{-6}$, $c=0.8$, $\mu_2=2$, and $\lambda=8$. As suggested in [15], these parameters result in a much better success rate than that provided by the default values.
- $\ell_p$ quasi-norm minimization is implemented based on the iteratively reweighted $\ell_1$ minimization approach in [48] with $p = 0.5$.

For reweighted $\ell_1$ minimization [13], we use $\epsilon = 0.1$ which attains the best performance [13].

The dimensions of the sensing matrix are fixed to $250 \times 500$, the sparsity of $\hat{x}$ is changed from 70 to 170, and success rate and average execution time over 500 trials are plotted in Fig. 4. As depicted in this figure, SCSA has the best success rate amongst the algorithms, whereas its computational load is much higher than the closest competitor. However, as we show shortly, in the noisy setting which is more realistic, SCSA maintains the superiority with a quite reasonable complexity.

D. Recovery from Noisy Measurements

In the following experiments, superiority of the proposed algorithm in the noisy setting is demonstrated. Toward this end, the SCSA algorithm is compared with the oracle estimator [22], which knows the location of the nonzero elements of the true solution. LASSO (or BPDN), the SCAD penalty [49], Robust SL0 [50], the method of [51], [52], and iterative log thresholding (ILT) [53]. The description and implementation details of these algorithm are as follows.

- To implement the LASSO estimator, IST and/or FISTA methods are used.
- The smoothly clipped absolute deviation (SCAD) penalty is a well-known nonconvex function that promotes sparsity more tightly than the $\ell_1$ norm does and has some oracular properties [49]. For this penalty, we set the parameter $a$ to 3.7 as suggested in [49]. It is numerically verified in [49] that this choice of the parameter $a$ minimizes the Bayesian risks in the variable selection problems, and the performance is not sensitive to this choice of parameter $a$. To efficiently solve the optimization problem resulting from the SCAD penalty, we use the algorithm of [54] with parameter $\tau = 10^{-3}$ and the external loop stopping threshold equal to $10^{-4}$.6

6MATLAB code: https://sites.google.com/site/alainrakotomamony
Robust SL0 (RSL0), a modification to the original SL0 to handle noisy measurements, instead of a regularization parameter, needs the noise variance in the denoising step. To have a fair comparison, \( \sigma_w \) is passed to it. Other parameters of RSL0 are the same as in the Experiment 2 except for \( \sigma_{\text{min}}=\sigma_w/10 \).

The method of [51], [52], which we refer to as IST-\(p \), uses a generalized version of the soft thresholding operator, \( S_\alpha \), defined as

\[
S_\alpha^{(p)}(x) = \max(|x| - \alpha |x|^{p-1}, 0) \text{sign}(x),
\]

otherwise, it is identical to the IST. We use two instances of this method with \( p = 0.5 \) and \( p = 0.1 \).

The ILT algorithm is an extension of reweighted \( \ell_1 \) minimization in [13] to the noisy case. In fact, it solves the following optimization problem

\[
\min_x \lambda \sum_{i=1}^m \log(|x_i| + \beta) + \|Ax - b\|^2,
\]

in which \( \beta \) is some small constant to ensure positivity of the argument of \( \log(\cdot) \), using iterative thresholding approach.

- For SCSA-FIT, SCSA-IT, IST, and FISTA, the regularization parameter is chosen according to the formula given in (24). For ILT, SCAD, and IST-\( p \), the regularization parameter is numerically tuned at \( \sigma_w = 10^{-2} \) and is linearly scaled with the change of noise standard deviation. The stopping criterion for IST, FISTA, IST-\( p \), and ILT is \( \ell = \|x_n - x_{n-1}\|/\|x_{n-1}\| \leq \eta, \) where \( x_n \) and \( x_{n-1} \) are the solutions at the \( n \)th and (\( n-1 \))th iterations, \( \eta = \min(10^{-3}\lambda, 10^{-4}) \), and \( \lambda \) is the associated regularization parameter. For SCSA-FIT and SCSA-IT, \( \epsilon_1 \) and \( \epsilon_2 \) are set as suggested in Remark 2.

- For IST, FISTA, ILT, and IST-\( p \), \( \mu \) is always fixed to 0.99/(2\( \lambda_{\text{max}}(A^TA) \)), while for SCSA-FIT and SCSA-IT, \( \mu \) is 0.99/(2\( \lambda_{\text{max}}(A^TA) + \lambda/\sigma \)).

To obtain accurate and stable results, similar to [47], MSNR\( \text{rec} \) is used in Experiments 3 and 4 to compare the performance of the algorithms. In fact, with MSNR\( \text{rec} \), we are comparing the ‘typical’ performance of these algorithms as most performance guarantees for the LASSO estimator and other nonconvex estimators hold with some probability (see e.g., [27], [35], [47]).

**Experiment 3.** Under the above conditions, for Gaussian distributed sparse vectors, \( s \) is changed from 2 to 160, and the MSNR\( \text{rec} \) and the averaged execution time (except for the oracle estimator) for all the algorithms over 500 runs are plotted in Fig. 5. As clearly demonstrated in this figure, the (median) reconstruction SNR of the SCSA-FIT algorithm, for almost all values of \( s \), is higher than others. Also, it has a near-oracle performance for a broader range of sparsity levels. So far as the computational load is concerned, SCSA-FIT needs at most (approximately) 3 times higher execution time in comparison to FISTA, the fastest algorithm for most of sparsity levels. However, the computational cost is lower than that of SCAD and RSL0, when \( s \) is larger than 70 and is smaller than 100, respectively. These two algorithms (SCAD and RSL0) are somehow the best competitors; however, they are not able to follow the oracle performance at the sparsity level that SCSA does.

SCSA-IT and SCSA-FIT have a quite similar performance in terms of MSNR\( \text{rec} \). However, as expected, the former spends considerably more time than the latter to output a solution. Particularly, SCSA-FIT is approximately 8 times faster than SCSA-IT, when sparsity level is equal to 140.

**Experiment 4.** To show that the SCSA algorithm is effective for sparse vectors which are not Gaussian-like distributed, we repeat Experiment 3 with the Rademacher distributed signals. The Rademacher distributed sparse vectors do not exhibit the power-law decaying behavior [45] when nonzero components are sorted according to their magnitude. In addition, some numerical simulations show that SL0, which parallels the idea of SCSA, does not work well for this kind of distributions (see nuit-blanche.blogspot.com/2011/11/post-peer-review-of-s0.html).

In many applications, it is more crucial to find the support set of the sparse vector accurately [55]. To numerically assess the performance of SCSA in recovering the true support, we also calculate the SRR in this experiment. Fig. 6 illustrates
Fig. 5. Comparison of two variants of the SCSA algorithm in solving the noisy problem to IST, FISTA, SCAD [49], ILT [53], RSL0 [50], IST-P [51], [52], and the oracle estimator [22] in terms of MSNRrec and execution time. The dimensions of the sensing matrix are 250 × 500. The sparse vectors are Gaussian distributed, and \( \sigma_w = 10^{-2} \). Trials are repeated 500 times, and results are averaged over them.

The results of the experiment for SCSA as well as all other algorithms in Experiment 3. As shown in this figure, SCSA and some other algorithms follow the oracle performance more closely than they did in Experiment 3. Furthermore, SCSA-FIT achieves the best performance in terms of MSNRrec and SRR, whereas its complexity is quite comparable to FISTA.

Experiment 5. In this experiment, we examine and compare the accuracy of the SCSA-FIT algorithm in terms of MSE to FISTA, ILT, IST-0.5, SL0, and the oracle estimator as the noise variance changes. Under the same conditions as in Experiment 3 and for 3 sparsity levels \( s = 10, 50, 105 \), the noise standard deviation is changed from \( 10^{-1} \) to \( 10^{-3} \), and the MSE is calculated. Results of this experiment are summarized in Fig. 7. As clearly depicted, for all values of \( s \), SCSA-FIT is the closest one to the oracle estimator, and can follow it even for the large sparsity level of \( s = 105 \).

Fig. 6. Comparison of two variants of the SCSA algorithm in solving the noisy problem with settings similar to those of Fig. 5 except that the sparse vectors are Rademacher distributed. Trials are repeated 500 times, and results are averaged over them. Since SCSA-FIT and SCSA-IT as well as SCAD and IST-0.5 have very similar performances in terms of MSNRrec, their traces are almost coincident in the top plot.
VI. CONCLUSION

For the problem of recovering sparse vectors from compressed measurements, we proposed to replace the \( \ell_0 \) norm with a family of concave functions that closely approximates sparsity. To solve the consequent nonconvex optimization problem, we exploited a continuation approach leading to starting from \( \ell_1 \) minimization, followed by successively solving accuracy-increasing approximations of the \( \ell_0 \) norm subject to the constraints. In the presence of noise in the measurements, we combined the continuation approach to iterative thresholding method of optimization and proposed a computationally inexpensive algorithm. This was obtained by deriving the closed-form solution for the program (18). We also provided a choice for the regularization parameter in (16) which is based on the regularization parameter for the LASSO estimator. The numerical simulations revealed that the proposed method considerably and consistently outperforms some of the common algorithms (including LASSO), especially when the sparsity level increases.
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APPENDIX A

Before deriving the closed-form solution to (18) for \( f_\sigma(|x|) = 1 - \exp(-|x|/\sigma) \), we need to introduce the Lambert \( W \) function and prove an inequality on this function.

The Lambert \( W \) function, which has several applications in physics and applied and pure mathematics (particularly, combinatorics) [37], is defined as the multivalued inverse of the function \( w \mapsto we^w \) [37]. More precisely, the Lambert \( W \) function, denoted by \( W(x) \), is given implicitly by

\[ W(x)e^{W(x)} = x \]

where \( x \) in general can be a complex number, but, herein, we only deal with real-valued \( W \) and assume \( x \) to be real. In this fashion, \( W(x) \) is single-valued for \( x \geq 0 \) and is double-valued for \( -\frac{1}{e} \leq x < 0 \) [37]. To discriminate between the two branches for \( x \in [-\frac{1}{e}, 0) \), we use the same notation as in [37] and denote the branch satisfying \( W(x) \geq -1 \) and \( W(x) \leq -1 \) by \( W_1(x) \) and \( W_{-1}(x) \), respectively.

**Lemma 1:** For any \( y \in [-\frac{1}{e}, 0) \), \( W_0(y) + W_{-1}(y) \leq -2 \).

**Proof:** Simple algebraic manipulation shows that the parabola \( e^{-1}(\frac{1}{2}x^2 + x - \frac{1}{2}) \) is below the function \( xe^x \) for \( x \in (-1, 0) \) and above it for \( x < -1 \). Therefore, any line parallel to the \( x \)-axis with the \( y \)-intercept in the interval \( y \in [-\frac{1}{e}, 0) \), intersects the parabola at equal or larger \( x \) coordinates than those corresponding to intersections with \( xe^x \). From the other side, the \( x \) coordinate of the intersection points of these lines with \( xe^x \) gives \( W_0(y) \) and \( W_{-1}(y) \). Consequently, for any \( y \in [-\frac{1}{e}, 0) \), the sum \( W_0(y) + W_{-1}(y) \) is less than or equal to the sum of the roots of \( e^{-1}(\frac{1}{2}x^2 + x - \frac{1}{2}) = y \) which is always equal to \(-2 \). This completes the proof.

To obtain the solution to (18), we first notice that since \( f_\sigma(\cdot) \) is a separable function, the minimizer can be obtained element by element. Therefore, we focus on the one-variable optimization problem. To that end, let \( L(x, x_0) = \frac{1}{2\mu}(x - x_0)^2 + \lambda f_\sigma(|x|) \) denote the corresponding scalar version of (18) and let \( x^* = \arg\min_x L(x, x_0) \). It is easy to show that \( L(x, -x_0) = L(-x, x_0) \); thus, from

\[
\begin{align*}
  x^* &= \arg\min_x L(x, x_0) & \text{for} \ x_0 \geq 0 \\
  x^* &= -\arg\min_x L(-x, x_0) & \text{for} \ x_0 < 0,
\end{align*}
\]

we get

\[
x^* = \text{sign}(x_0) \arg\min_x \left\{ \frac{1}{2\mu}(\text{sign}(x_0)x - x_0)^2 + \lambda f_\sigma(|x|) \right\}, \]

\[
= \text{sign}(x_0) \arg\min_x \left\{ \frac{1}{2\mu}(x - |x_0|)^2 + \lambda f_\sigma(|x|) \right\}.
\]

Let \( y^* = \arg\min_x \left\{ \frac{1}{2\mu}(x - |x_0|)^2 + \lambda f_\sigma(|x|) \right\} \). This definition implies that \( y^* \geq 0 \), since if \( y^* < 0 \), then \( \hat{y} = -y^* \) contradicts the optimality of \( y^* \) as \( (\hat{y} - |x_0|)^2 < (y^* - |x_0|)^2 \). Consequently, we have

\[
x^* = \text{sign}(x_0) \arg\min_x \left\{ \frac{1}{2\mu}(x - |x_0|)^2 + \lambda f_\sigma x \ | \ x \geq 0 \right\}.
\]

Denoting \( \hat{L}(x, x_0) = \frac{1}{2\mu}(x - |x_0|)^2 + \lambda f_\sigma(x) \), putting \( f_\sigma(x) = 1 - \exp(-x/\sigma) \), and differentiating \( \hat{L}(x, x_0) \) with
respect to \(x\), it can be obtained
\[
\frac{1}{\mu}(x - |x|) = -\frac{\lambda}{\sigma}e^{-\frac{|x|}{\sigma}} = -\frac{\mu \lambda}{\sigma^2}e^{-\frac{|x|}{\sigma}}.
\]
The above equation admits two solutions
\[
\begin{cases}
x_1 = \sigma W_0\left(-\frac{\mu \lambda}{\sigma^2}e^{-\frac{|x|}{\sigma}}\right) + |x_0| \\
x_2 = \sigma W_1\left(-\frac{\mu \lambda}{\sigma^2}e^{-\frac{|x|}{\sigma}}\right) + |x_0|.
\end{cases}
\]
Since, for \(x < -\frac{1}{2}\), \(W(x)\) is not defined, we should have
\[-\frac{\mu \lambda}{\sigma^2}e^{-\frac{|x|}{\sigma}} \geq -\frac{1}{e} \] or \(|x_0| \geq \sigma(1 + \ln(\mu \lambda) - 2 \ln(\sigma));\]
otherwise, the minimizer of \(\hat{L}(x, x_0)\) lies at \(x = 0\).
Substituting \(x_1\) and \(x_2\) in \(\hat{L}(x, x_0)\), letting \(z = -\frac{\mu \lambda}{\sigma^2}e^{-\frac{|x|}{\sigma}}\), and using the definition \(W(x) = e^{W(x)}\), we have
\[
\hat{L}(x_1, x_0) = \lambda + \frac{\sigma^2}{\mu}\left(\frac{1}{2}W_0'(z) + W_0(z)\right),
\]
\[
\hat{L}(x_2, x_0) = \lambda + \frac{\sigma^2}{\mu}\left(\frac{1}{2}W_2'(z) + W_1(z)\right).
\]
From Lemma 1, we have
\[
\begin{cases}
W_0'(z) + W_1(z) \leq -2 \\
W_0(z) \geq -1 \\
\Rightarrow 0 \leq W_0(z) + 1 \leq -W_1(z) \\
\Rightarrow \frac{1}{2}W_0'(z) + W_0(z) \leq \frac{1}{2}W_2'(z) + W_1(z).
\end{cases}
\]
This shows that \(x_2\) cannot be a minimizer of \(\hat{L}(x, x_0)\). In addition, it can be easily checked that \(\hat{L}(x, x_0)\) for \(x \geq 0\) is convex only when \(\sigma^2 \geq \mu \lambda\). Therefore, it can occur that the minimizer resides at the border \((x = 0)\). It is very hard to analytically find the condition under which \(x = x_1\) or \(x = 0\) is the minimizer. However, one can easily compare the cost function at these points to find the minimizer. In summary, the one-dimensional shrinkage operator can be characterized as
\[
T^{(\sigma)}_{\mu \lambda}(x) = \begin{cases}
0 & |x_0| \geq \sigma(1 + \ln(\mu \lambda/\sigma^2)) \\
\sigma W_0(z) + |x_0| & \text{otherwise},
\end{cases}
\]
where \(z = -\frac{\mu \lambda}{\sigma^2}e^{-\frac{|x|}{\sigma}}\).

**APPENDIX B**
**PROOF OF THEOREM 2**

For the sake of simplicity, let us define \(\phi(x) \triangleq \lambda x F_\sigma(x)\), where, without introducing any ambiguity, we omitted the subscript \(\sigma\). Further, let \(g(x) \triangleq h(x) + \phi(|x|)\) denote the cost function in (16). The program (17) now is equal to
\[
x_{k+1} = \text{argmin}_x \left\{\langle x - x_k, \nabla h(x_k) \rangle + \frac{1}{2\mu}\|x - x_k\|^2 + \phi(|x|)\right\}.
\]
Since \(h(x)\) has an M-Lipschitz continuous gradient, we have [56]
\[
h(x_{k+1}) \leq h(x_k) + \langle x_{k+1} - x_k, \nabla h(x_k) \rangle + \frac{M}{2}\|x_{k+1} - x_k\|^2.
\]
Moreover, \(\nabla^2 \phi(x) \geq -M' I\) for \(x \geq 0\), implies that, for all \(x, y \geq 0\),
\[
\phi(x) \leq \phi(y) + \langle x - y, \nabla \phi(x) \rangle + \frac{M'}{2}\|y - x\|^2.
\]
Substituting \(x\) and \(y\) with \(|x_{k+1}|\) and \(|x_k|\), respectively, we get
\[
\phi(|x_{k+1}|) \leq \phi(|x_k|) + \langle |x_{k+1}| - |x_k|, \nabla \phi(|x_{k+1}|) \rangle + \frac{M'}{2}\| |x_{k+1}| - |x_k| \|^2.
\]
Using \(||x| - |y|| \leq ||x - y||\), the above inequality resorts to
\[
\phi(|x_{k+1}|) \leq \phi(|x_k|) + \langle |x_{k+1}| - |x_k|, \nabla \phi(|x_{k+1}|) \rangle + \frac{M'}{2}\| |x_{k+1}| - |x_k| \|^2.
\]
From the other side, \(x_{k+1}\) is a minimizer of (26), so we can write
\[
\langle |x_{k+1}| - |x_k|, \nabla \phi(|x_{k+1}|) \rangle \leq 0.
\]
The first-order concavity condition for \(\phi\) implies that \(\phi(y) \leq \phi(x) + \langle y - x, \nabla \phi(x) \rangle\). Replacing \(x\) and \(y\) with \(|x_{k+1}|\) and \(|x_k|\), respectively, we get
\[
\phi(|x_k|) - \phi(|x_{k+1}|) + \langle |x_{k+1}| - |x_k|, \nabla \phi(|x_{k+1}|) \rangle \leq 0.
\]
Combining (27) and (28) results in
\[
g(x_{k+1}) - g(x_k)
\leq \langle |x_{k+1}| - x_k, \nabla h(x_k) \rangle + \langle |x_{k+1}| - |x_k|, \nabla \phi(|x_{k+1}|) \rangle + \frac{1}{2\mu}(M + M')\| |x_{k+1}| - x_k \|^2.
\]
where (a) follows from (29). Assume that \(0 < \mu < \frac{1}{M + M'}\), then (31) rearranges to
\[
\langle |x_{k+1}| - x_k, \nabla h(x_k) \rangle + \langle |x_{k+1}| - |x_k|, \nabla \phi(|x_{k+1}|) \rangle + \frac{1}{2\mu}(M + M')\| |x_{k+1}| - x_k \|^2
\leq g(x_k) - g(x_{k+1}) + \phi(|x_k|) - \phi(|x_{k+1}|) + \langle |x_{k+1}| - |x_k|, \nabla \phi(|x_{k+1}|) \rangle
\leq g(x_k) - g(x_{k+1}),
\]
where (b) follows from (30).

Now, we show that \(\{g(x_k)\}\) is a nonincreasing sequence. Similar to (27), one has
\[
h(x) \leq h(x_k) + \langle x - x_k, \nabla h(x_k) \rangle + \frac{M}{2}\|x - x_k\|^2.
\]
As a result, if \(\mu \in (0, \frac{1}{2\sigma})\), then \(h(x) \leq H(x, x_0) \triangleq h(x_k) + \langle x - x_k, \nabla h(x_k) \rangle + \frac{M}{2\sigma}\|x - x_k\|^2\), or, equivalently,
\[
g(x) \leq H(x, x_0) + \phi(|x|) \forall x.
\]
Replacing \(x\) with \(x_{k+1}\), we get \(g(x_{k+1}) \leq H(x_{k+1}, x_0) + \phi(|x_{k+1}|)\). Furthermore, \(x_{k+1}\) is a solution to (26), so
\[ H(x_{k+1}, x_k) + \phi'(|x_{k+1}|) \leq H(x_k, x_k) + \phi'(|x_k|) = g(x_k). \]

This inequality together with the previous one leads to
\[ g(x_{k+1}) \leq g(x_k) \quad \forall k \geq 0. \]

Summing (32) over \( k = 0, \cdots, N \), we get
\[
\frac{1}{2} \mu - M - M^T \sum_{k=0}^{N} |x_{k+1} - x_k|^2 \leq g(x_0) - g(x_{k+1}).
\]

Since \( g(x_0) \) is finite, we conclude that \( \{x_k\} \) is convergent. Next, we prove that \( \{x_k\} \) converges to a stationary point of (16). Suppose that \( \{x_k\} \) converges to \( x^* \). It can be verified that the cost function in (26) is strictly convex for \( \mu < 1/M \); thus, the minimizer of (26) is unique. This fact together with \([57, \text{Thm. 1.17 and Thm. 7.41}]\) implies that when \( k \to \infty \), we have
\[
x^* = \arg\min_x \left\{ (x - x^*, \nabla h(x^*)) + \frac{1}{2\mu} \|x - x^*\|^2 + \phi(|x|) \right\}.
\]

The first-order optimality condition of the above program leads to
\[
0 \in \nabla h(x^*) + \frac{1}{\mu} (x - x^*) + \partial\phi(|x|) \quad \text{at} \quad x = x^*,
\]
proving that \( x^* \) is a stationary point of (16).
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