lterative Closest Normal Point for 3D Face
Recognition

Hoda Mohammadzade, Student Member, IEEE, and Dimitrios Hatzinakos, Senior Member, IEEE

Abstract —The common approach for 3D face recognition is to register a probe face to each of the gallery faces, and then calculate
the sum of the distances between their points. This approach is computationally expensive and sensitive to facial expression variation.
In this paper, we introduce the iterative closest normal point method for finding the corresponding points between a generic reference
face and every input face. The proposed correspondence finding method samples a set of points for each face, denoted as the closest
normal points. These points are effectively aligned across all faces enabling effective application of discriminant analysis methods for
3D face recognition. As a result, the expression variation problem is addressed by minimizing the within-class variability of the face
samples while maximizing the between-class variability. As an important conclusion, we also show that the surface normal vectors
of the face at the sampled points contain more discriminatory information than the coordinates of the points. We have performed
comprehensive experiments on the Face Recognition Grand Challenge database which is presently the largest available 3D face
database. We have achieved verification rates of 99.6% and 99.2% at a false acceptance rate of 0.1% for the all vs. all and ROC llI
experiments, respectively, which, to the best of our knowledge, have seven and four times less error rates, respectively, compared to
the best existing methods on this database.

Index Terms —Three-dimensional, face recognition, expression variation, point correspondence, 3D registration, normal vector, LDA.
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1 INTRODUCTION

Because of its non-intrusive and friendly nature and
also its applicability for surveillance, face recognition has
drawn enormous attention from the biometrics commu-
nity. Despite the significant advances over the past two
decades, 2D face recognition still bears limitations due to
pose, illumination, expression and age variation between
the probe and gallery images. Due to the advances in
3D imaging sensors, researchers are now paying more
attention to 3D face recognition to overcome the pose
and illumination issues existing in 2D face recognition.
Moreover, the geometric information available in 3D
data provides more discriminatory information for face
recognition.

While some of the 3D face recognition methods take
advantage of using 2D face images in combination with
3D data, the focus of this paper is on using only the 3D
data for recognition.

Expression variation is also one of the main challenges
in 3D face recognition because the geometry of a face
changes drastically under expression variation. Existing
approaches to the expression variation problem can be
categorized into rigid and non-rigid methods. The rigid
methods [1], [2], [3], [4], [5], [6], [7] use regions of the face
that are almost invariant to expression, such as the nose
region. These regions are matched with their correspond-
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ing ones on the galley faces using the iterative closest
point (ICP) method [8], and the resulting mean square
error (MSE) of the alignment is used for recognition. In
the non-rigid methods [9], [10], [11], [12], a deformable
model is used to deform an expression face to its neutral
face. The deformable model is learned using training
subjects displaying both neutral and expression faces.
The deformed faces are matched with neutral faces using
the ICP method.

Registration of a probe face to every gallery face makes
the existing approaches computationally very expensive.
Moreover, the existing rigid methods do not take into
account the fact that the expression-invariant regions
of the face are subject-specific, that is, depending on
the subject, a specific region of the face may or may
not change under a particular expression. Similarly, the
existing non-rigid methods do not take into account the
fact that the deformation of the face under expression is
also subject-specific, that is, the deformation of the face
is different across population.

Our solution to 3D face recognition is to use discrim-
inant analysis (DA) methods [13], [14], [15], [16], [17],
[18], [19], [20]. An important advantage of these methods
over the existing methods is that, by learning from train-
ing faces displaying various expressions for different
subjects, these methods are able to automatically find
subject-specific expression-invariant regions of the face
[21]. Such methods, in the high dimensional face space,
find projection directions that are invariant to expression
changes for each subject. As an evidence for this claim,
we have shown in [21] for 2D face recognition that,
when the training images belonging to a specific subject
are removed from the training set of a DA method,



the recognition rate deteriorates for that subject. This
means that, expression-invariant projection directions
obtained for some subjects might not be suitable for
some other subjects, and therefore, are subject-specific,
to some extent.

Another important advantage of the proposed method
is that one-to-one alignment between a probe face and
all of the gallery faces is not required for recognition,
which enables fast database searches.

However, the use of a DA method requires a proper
alignment of its inputs. This is also a requirement for
the use of principal component analysis (PCA). Early
attempts to apply PCA for 3D face recognitions involved
applying PCA to the range images of the 3D face data
[1], [22], [23], [24]. In these methods, the range images
are either aligned in 2D space by detecting the facial
features, e.g., the eyes, or the 3D faces are first aligned
to a generic reference face using ICP and then their range
images are used for applying PCA. The problem with the
former alignment approach is that the size information
of the face, which is useful for recognition, is dismissed.
The problem with the later alignment approach is inac-
curate alignment of 3D faces using ICD, especially under
expression variation.

More recent approaches to apply PCA for 3D face
recognition involve finding point-to-point correspon-
dence between 3D faces and a generic reference face
[25], [26], [27]. PCA is then applied to the coordinates
of the surface points of the face. These points should
be corresponded across all faces in such a way that if,
for instance, the ith point of one face corresponds to the
left corner of the left eye, then the ith point of all faces
corresponds to the same feature. In [25], the point-to-
point correspondence is achieved by finding the closest
points of a 3D face to the points of a scaled generic
reference face. The closest points are found using the
ICP approach. However, because ICP does not result
in accurate correspondence between the points of two
faces, scaling the reference face is an important required
step of this approach. For scaling the reference face for
each input face, five feature points of the input face
are used. However, because of the lack of an accurate
facial feature detector, in [25], the feature points for each
face were manually detected. In applying PCA using
the morphable models [27], the point-to-point correspon-
dence is established using an optical flow technique. The
cost function for the optical flow algorithm includes the
texture value and the 3D coordinates of the face points.
For the initialization of this algorithm, seven feature
points of the face are required to be determined, which
was performed manually [27].

The recognition performance of the approaches that
use PCA for 3D face recognition is not satisfactory
especially under expression variation. This is mainly
because PCA is an unsupervised approach and does
not take into account the within-class variability of the
subjects. On the other hand, by finding the projection di-
rections that maximizes the between-class variability of

the faces while minimizing their within-class variability,
DA methods are able to address the expression variation
problem. In order to use DA methods for 3D face recog-
nition, we establish correspondence across different faces
by means of a generic reference face. For each point on
the reference face, one corresponding point on every face
is selected using our proposed correspondence finding
method denoted as the iterative closest-normal point
(ICNP) method. This method uses two criteria to find the
corresponding points: the Euclidian distance between
the two faces and the angle between their surface normal
vectors. (For the rest of the paper, we call the surface nor-
mal vectors simply as the normal vectors.) In particular,
we will show that the surface orientation factor works
well under expression variation. Compared to the other
point-to-point correspondence finding approaches, our
method does not require determining any facial feature
point and does not use the texture values of the face
points.

Our ICNP method is distinguished from the regis-
tration method of Chen and Medioni [28] in which
the distance between the points on one surface and
the tangent planes on other surface is minimized. This
minimization, which replaces minimizing the point-to-
point distances done in the ICP method [8], results in a
faster global optimization. Moreover, in the method of
Chen and Medioni, no corresponding point is obtained.
On the other hand, in our proposed ICNP method, the
angle between the normal vectors on the two surfaces
is minimized followed by low-pass filtering the distance
vectors between the points of the two surfaces, which re-
sults in a smooth point-to-point correspondence between
the two surfaces.

In our proposed 3D face recognition approach, first the
points corresponding to the points of a generic reference
face are found for each face. These corresponding points
are denoted as the closest normal points (CNPs). Then,
a DA method is applied to the normal vectors at the
CNPs of each face for recognition. We will show that the
normal vectors contain more discriminatory information
than the coordinates of the points of a face.

The main contributions of this work can be summa-
rized as follows.

o The ICNP method is proposed to establish effective

correspondence across the points of the faces.

o Only a sampled set of points, i.e., the CNPs, are used

for an effective application of DA methods.

o The normal vectors of the face at the sampled points

are input to a DA method for recognition.

We have used the Face Recognition Grand Challenge
(FRGC) v2.0 [29] database to evaluate the performance of
our proposed face recognition method. The FRGC is an
international benchmarking database containing 4007 3D
faces from 466 subjects displaying various facial expres-
sions. These images have been taken during Fall 2003
and Spring 2004. We performed various experiments on
this database to show the effectiveness of the proposed
method.



We present a complete 3D face recognition system in-
cluding the preprocessing and recognition stages. Com-
prehensive experiments are also performed to support
the proposed approach. This paper is organized as
follows. Section 2 reviews the related work. Section 3
describes the preprocessing steps including the detection
of the nose tip and the correction the face pose. Section
4 presents the proposed method for finding the CNPs
and Section 5 describes how the iterations of the pro-
posed ICNP method work. Section 6 presents the face
recognition results and Section 7 concludes the paper.

2 RELATED WORK

For a comprehensive review of 3D face recognition
methods one may refer to [30], [31]. We review here the
state-of-the-art 3D face recognition approaches with high
recognition rates on the FRGC database. It is common in
the related literature to perform either of the following
two experiments on the FRGC database to evaluate the
performance of a 3D face recognition method. One is the
ROC III experiment which was suggested by the FRGC
program [29]. In this experiment, the images taken in
Fall 2003 form the gallery set and the images taken in
Spring 2004 form the probe set. The other experiment is
the all-versus-all experiment in which every two images
in the dataset (4007 images) are matched to each other.

Mian et al. [2] proposed a multimodal 2D+3D face
recognition system. For 3D face images, they proposed
the spherical face representation (SFR) to eliminate a
large number of candidates for efficient recognition at a
later stage. After this elimination, the remaining faces are
automatically segmented into two regions: the eyes and
forehead region and the nose region. To match two faces,
these regions are matched with their corresponding ones
using a modified ICP method. The final matching score
is obtained by combining minimum MSE from each
region. With only using the 3D scans, they achieved a
verification rate (VR) of 86.6% at 0.1% FAR on the FRGC
database for the all vs. all experiment.

Maurer et al. [3] proposed a method to combine 2D
and 3D face images for recognition. To match a 3D probe
face to a 3D gallery face, they first used the ICP method
to align the two faces. Then a distance map is computed
using the distance of the two faces on every pixel. The
statistics of the distance map is then used to generate a
matching score. Using only the 3D scans, they achieved
a VR of 87.0% at 0.1% FAR on the FRGC database for
the all vs. all experiment.

Husken et al. [4] proposed to fuse 2D and 3D hi-
erarchical graph matching (HGM) for face recognition.
An elastic graph is automatically adapted to the depth
image using the landmarks found on the texture image.
With only using the 3D scans, they achieved a VR of
86.9% at 0.1% FAR on the FRGC database for the ROC
III experiment.

Lin et al. [5] proposed fusion of summation invari-
ant features extracted from different regions of a face.

They proposed an optimal fusion of the matching scores
between corresponding regions for recognition. They
achieved a VR of 90.0% at 0.1% FAR on the FRGC
database for the ROC III experiment.

Cook et al. [6] proposed Log-Gabor templates for
robust face recognition. They achieved relative robust-
ness to occlusions, distortions and facial expressions by
breaking a face into 75 semi-independent observations in
both the spatial and frequency domains. The matching
scores from each observation are combined using linear
support vector machines (SVM). They achieved a VR of
92.3% at 0.1% FAR on the FRGC database for the all vs.
all experiment.

Kakadiaris et al. [9] proposed an annotated de-
formable model for the expression variation problem in
3D face recognition. The 3D model is first fitted to an
aligned 3D face and then their difference is measured
using a combination of three matching procedures in-
cluding spin images, ICP and simulated annealing on z-
buffers. The 3D geometric differences are then mapped
onto a 2D regular grid and two wavelet transformations
including, Pyramid and Haar, are used for recognition.
They achieved a VR of 97.0% at 0.1% FAR on the FRGC
database for the ROC III experiment.

Ocegueda et al. [32] proposed an extension to the
method of Kakadiaris et al. [9] by reducing the num-
ber of wavelet coefficients used for recognition. They
reduced this number by adding a feature selection step
and projecting the signatures to LDA projection bases.
They achieved a VR of 96.8% at 0.1% FAR on the FRGC
database for the ROC III experiment.

Al-Osamini et al. [10] proposed an expression de-
formation model by learning from pair of neutral-
nonneutral faces for each subject. A PCA subspace is
built using the shape residues of the pairs of the scans
which are aligned using the ICP algorithm. The learnt
patterns of the expression deformation are then used to
morph out the expression from a non-neutral face for
recognition. They achieved a VR of 94.1% at 0.1% FAR
for the ROC III experiment on the FRGC database.

Faltemier et al. [33] proposed fusion of results from
28 spherical regions of the face. They performed score-
based fusion on the matching scores of the individual
regions for recognition. They showed that the Borda
Count and Consensus Voting result in the best perfor-
mance compared to other combination approaches. They
achieved a VR of 94.8% at 0.1% FAR on the FRGC
database for the ROC III experiment and a VR of 93.2%
for the all vs. all experiment.

McKeon [34] proposed an extension to the method of
Faltemier et al. [33] by using fusion and score normal-
ization techniques. He achieved a rank-one recognition
rate 98.6% for an experiment on the FRGC database,
where the first scan of each subject forms the gallery
set and the subsequent scans form the probe set. No
performance rate is reported for the standard ROC III
or all vs. all experiment. The experiment performed in
[34] was also performed in [33]. Comparing the results



of this experiment with the results of the ROC III and
all vs. all experiment in [33] shows that, the VRs at 0.1%
FAR for the ROC III and all vs. all experiment should be
lower than 98.6% using the method of McKeon [34].

Spreeuwers [35] proposed an approach for registration
to an intrinsic coordinate system of the face, which is
defined by the vertical symmetry plane through the nose,
the tip of the nose and the slope of the bridge of the
nose. He also proposed a classifier based on the fusion
of 120 dependent region classifiers for overlapping face
regions. He achieved a VR of 94.6% at 0.1% FAR on the
FRGC database for the all vs. all experiment.

Huang et al. [36] proposed a method for face rep-
resentation based on multi-scale extended local binary
patterns for describing the local shape variations on
range images. They achieved VRs of 97.2% and 98.4%
at 0.1% FAR on the FRGC database for the neutral vs.
non-neutral and neutral vs. all experiments, respectively.
No performance rate is reported for the standard ROC
III or all vs. all experiment. The experiments performed
in [36] were also performed in [2]. Comparing the results
of these experiments with the results of the ROC III and
all vs. all experiments in [2] shows that, the VRs at 0.1%
FAR for the ROC III and all vs. all experiment should be
lower than 97.2% using the method of Huang et al. [36].

Queirolo et al. [7] proposed a simulated annealing-
based approach for registration of 3D faces and used
surface interpenetration measure for recognition. They
segmented the face into four regions: the entire face, the
forehead, the circular and the elliptical regions around
the nose. They modified the simulated annealing ap-
proach for the entire face to address the expression
variation problem. They achieved a VR of 96.6% at 0.1%
FAR on the FRGC database for the ROC III experiment
and a VR of 96.5% for the all vs. all experiment.

In summary, the method of Queirolo et al. [7] pro-
duced the best results on the FRGC database for the
all vs. all experiment with a VR of 96.5% at 0.1% FAR
and the method of Kakdjiaris et al. [9] produced the best
results on the FRGC database for the ROC III experiment
with a VR of 97.0% at 0.1% FAR.

3 PREPROCESSING

The FRGC v2.0 [29] database contains 4007 3D faces of
466 subjects. The data are acquired from the frontal view
and from the shoulder level up. The 3D data are stored
in the form of four matrices of size 480 x 640. The first
matrix is a binary mask indicating the valid points, and
the remaining three matrices contain the z, y, and =
coordinates of the points. Only the points corresponding
to the subject are valid points, i.e., the points correspond-
ing to the background are invalid points. The origin of
the coordinate system is the 3D camera, and the z-axis
corresponds to the depth of the image.

We found two persons with inconsistent subject ID’s
in the FRGC v2.0 database by visually inspecting their
color images. The first one is the person with the ID

numbers 4643 and 4783, and the second one is the person
with the ID numbers 4637 and 4638. The first case has
also been mentioned in [7]. The first person has a total
of six and the second person has a total of five 3D face
scans in the entire database. Because of the large number
of subjects (i.e., 466) and also the very large number
of 3D faces (i.e., 4007) in this database, the effect of
correcting these labels on the VRs for the ROC III and
all vs. all experiments is negligible. Therefore, we can
validly compare the results of our method with those
of the other methods, regardless of whether they have
done this correction. However, this correction is useful
for investigating the individual matching scores.

3.1 Nose Detection

The first step in preprocessing is to localize the face
in the 3D image. Because the nose tip usually has the
smallest depth, it can be easily detected and used to
localize the face. However, in some images, because of
the out-of-plane rotation of the head or the presence of
the hair in the face, the point with the smallest depth
does not correspond to the nose tip. To verify whether
a point is actually a nose tip, we use the PCA technique
described in [37]. In this method, first, a PCA space is
constructed using a set of training nose regions. Then,
if the distance between a region and its projection onto
this space is smaller than a threshold, it is verified as a
nose region. This technique was originally proposed for
detecting facial features in 2D face images. We adapt this
method here for 3D faces as follows.

Unlike other parts of the proposed 3D face recognition
method, in which 3D points are directly used in the
procedures, the proposed nose detection algorithm uses
the range image representation of 3D faces. For training,
we visually verify the nose tip in a number of range
images (40 subjects here). We then crop the 3D points
inside a sphere of radius 60 mm centered at the visually
verified nose tips. After that, the z value of the cropped
points are resampled on a uniform rectangular grid in
the zy-plane at 1 mm resolution with the nose tip shifted
to the (0,0) coordinate. Also, the z value of the nose
tip point is subtracted from the z value of all of the
points (i.e., the nose tip is at (0,0,0) coordinate.). We
use linear interpolation for resampling. The range of
the rectangular grid is [-30,30] in the z direction and
[-20,50] in the y direction. An example of the resulting
range image of a nose region is shown in Fig. 1 (a). The
resulting range images form a set of training nose region
images.

We then construct a PCA space by applying PCA
[38] to the training nose region images. Because this
space represents the space of the nose regions, we call
it eigen-nose space. In order to apply PCA, we form a
vector representation for each training nose region image
by column-wise concatenation of its depth values. The
eigen-nose space is represented by the mean nose, which
is the mean of the training nose vectors, and the set of



(a)

(b)

Fig. 1. (a) Example of the range image of a training
nose region and (b) example of the range image of a low-
resolution training face region.

the leading eigenvectors of the covariance matrix of the
training nose vectors.

To verify whether a point is a nose tip, we first crop
and resample the region surrounding the point as de-
scribed above. We then project the vector representation
of the candidate region into the eigen-nose space. The
projection of the candidate vector = into the eigen-nose
space is obtained as

P(z) = M

where u;_j, are the normalized eigenvectors correspond-
ing to the k largest eigenvalues of the covariance matrix
and 7 is the mean nose. If the MSE between a candidate
vector and its projection (i.e., the reconstruction error) is
smaller than a threshold (we use 100 as the threshold
here), we verify it as a nose region. Otherwise, the point
with the next smallest depth is selected and tested. This
procedure can be repeated until the nose tip is detected.

There are two issues associated with this nose ver-
ification system. One issue is that sometimes a very
large number of points (as large as 10,000) should be
tested for a face until the nose tip is found, which
is time-consuming. This happens when a part of the
face is covered with the hair or when the head has
excessive out-of-plane rotation. The other issue is that
sometimes, because of the excessive rotation of the head,
the reconstruction error for the nose region falls above
the specified threshold. We address these issues by using
a low-resolution and wider-nose-region PCA space as
follows.

We first create a low-resolution eigen-face space using
the training 3D faces as follows. We crop a sphere of
radius 100 mm centered at the visually verified nose tips
and then resample the z values on a square grid in the
xzy-plane at 5 mm resolution. The range of the grid is
[-80,80] centered at the nose tip in both directions. An
example of the training low-resolution face regions is
shown in Fig. 1 (b). We then construct the eigen-face
space in a similar way to the eigen-nose space.

If the verification using the eigen-nose space fails
for a certain number of points (20 points here), we
reduce the resolution of the 3D points of the input face,
ie, the z, ¥y and z matrices, by five times, using the
value of the nearest neighbor entries. Then, we start

[wy..up)[w...up])' (x — ) +n

with the point with the smallest depth. We crop and
resample the region around the candidate point at 5 mm
resolution and project the range image vector to the low-
resolution eigen-face space. If the reconstruction error
falls below a lower threshold (150 here), the point is
verified as the nose tip. Otherwise, if the reconstruction
error falls below an upper threshold (320 here), then the
pose of the candidate face region is corrected using the
pose correction procedure described in Section 3.3 and
the reconstruction error is calculated again. If now the
reconstruction error falls below the lower threshold, it is
verified as the nose tip, otherwise the point with the next
smallest depth is selected and tested. This procedure
is repeated until either the nose tip is detected or the
number of points tested reaches a threshold (600 here). If
finally, no point is verified as the nose tip, the point with
the smallest reconstruction error is selected as the nose
tip from among the 600 tested points. The nose detection
procedure is summarized by the block diagram shown
in Fig. 2.

The thresholds for the reconstruction error are deter-
mined by performing a 10-fold cross-validation test on
the training faces.

The nose tip in 2885, out of 4007, faces in the FRGC
database was verified using the first point. Also, the nose
tip in 3251 faces was verified without using the low-
resolution part. Clearly, this number can be much higher
if we increase the thresholds for the high-resolution part.
However, choosing conservative thresholds guarantees
an error-free and efficient detection. Distribution of the
number of the points tested for each face until the nose
tip is found is summarized in Table 1.

TABLE 1
Frequency of the number of the points (m) tested for
each face until the nose tip is found.

m=1|2<m<20 | 21 <m <100

101 <m < 600

No. of faces 2885 366 655

81

Examples of the reconstruction error map for faces that
required testing more than 100 points before the nose tip
can be detected are shown in Fig. 3. In both faces, points
of the hair and/or forehead have a smaller depth than
the nose tip.

The proposed nose detection algorithm is computa-
tionally efficient and simple, and successfully detect the
nose tip in all of the 4007 3D scans in the FRGC database
(i.e., 100% success rate). Segmenting the face in the 3D
scans has been a major issue in the 3D face recognition.
While different approaches have been proposed so far
[2], [33], [7], [39], none of them achieved a 100% success
rate. Errors of these methods are usually due to the
presence of the hair in the face, excessive rotation of the
head, or smearing of the face scan by the subject’s mo-
tion. The face in all of these cases have been successfully
segmented by our method. Fig. 4 shows some examples
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Fig. 3. (a) The range image of the raw 3D scan, (b) the reconstruction error map for the points tested, and (c) the
range image of the cropped and resampled face regions.
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Fig. 4. Examples of the faces with hair artifact, excessive head rotation and smearing due to subject’s motion. All such
faces were successfully segmented by the proposed nose verification algorithm.

of these faces.

3.2 Denoising

After detecting the nose tip, a sphere of radius 100 mm
centered at the nose tip is cropped as the face region. The
cropped region is then resampled on a uniform square
grid in the zy-plane at 1 mm resolution, where the nose
tip is shifted to the (0,0) coordinate in this grid. The range
of the grid is [-80,80] centered at the nose tip in both
directions. Also, the z value of the nose tip is subtracted
from the z value of all of the points.

Possible spikes in the 3D data are removed during the
nose detection phase by removing the tested points for
which there are only a few points within the cropped
sphere. Also, the holes are filled by linear interpolation
during the resampling phase.

After cropping the face region, the z component is
denoised using 2D Wiener filtering as follows. 2D Wiener
filtering is used to low-pass-filter 2D images that are de-
graded by additive noise [40]. In 2D Wiener filtering, for
each pixel of the image, adaptive Wiener method is used
based on statistics estimated from a local neighborhood
of the pixel. In applying a 2D Wiener filter for denoising
the z component of the 3D face, we use a window of size
4 x 4 mm in the zy-plane. Let u and o2 denote the mean
and variance of the z component of the points located
within the window centered at the current point, i.e.,

1
n= n Z Zi 2
€N
and 1
ot == 5 3)
Sy
where 7 denotes the set of the indices of the points
located within the window centered at the current point
and n is the number of points within the window. The
filtered z component of the current point, denoted as
f(2), is then obtained as

£ = nt (1= ) =) @

where v* is the variance of the noise. We estimate the
variance of the noise by averaging the local variance of
the z component over the entire face.

We also experimented with other low-pass-filtering
approaches, such as median and averaging filtering, and

2

eventually concluded that the 2D Wiener filtering results
in better definition around the facial features (i.e., eyes,
nose and mouth).

3.3 Pose Correction

To correct the pose of the face, we adapt the PCA
technique described in [2], which is also known as the
Hotelling transform, as follows. Let P be a 3 x N matrix
of the z, y, and z coordinates of the point set of a face,

1 X2 N
P=|vyv1 v ... yn (5)
21 k2 ... ZN

The covariance matrix C of the points is obtained as
1
C=—_PP'—pp'
N pp (6)

where p = % Zf;l p; is the mean of the points and p; =
[#; yi 2;]'. Calculating the eigenvectors of the covariance
matrix C gives us the rotation matrix [v; vovs], where vy,
v, and v3 are the normalized eigenvectors of C, which
are sorted in the descending order of their eigenvalues.
It is important to note that the i-th component of the
eigenvector v; should be positive, i.e., if this component
is negative, the eigenvector should be multiplied by -1
in order to prevent excessive rotation of the face. Finally,
the point set P is rotated and aligned to its principal axes
as

P’ = [v1 vy v3(P — p) )

After rotating the face to its principal axes, it is re-
sampled again around the nose tip on a uniform square
grid at 1 mm resolution. The eigenvectors are calculated
using the resampled points. Rotating and resampling are
repeated until the rotation matrix converges to an iden-
tity matrix, i.e., no more significant rotation is applied
to the point set. To test the convergence, we calculate
the square root of the sum of the squared differences
between the current rotation matrix and the identity
matrix, and we use the threshold of 0.002. To avoid the
effect of the hair, for calculating the eigenvectors, we
use the points inside a sphere of radius 70 mm. The
pose correction procedure is summarized by the block
diagram shown in Fig. 5.

Each 3D face image in the FRGC dataset has a corre-
sponding 2D color image (texture map) of size 480 x 640
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Fig. 5. Block diagram of the pose correction procedure.

pixels. Texture images usually have a pixel-to-pixel cor-
respondence to their respective range images. Exceptions
occur when the subject moves or rapidly changes expres-
sion. Although we are not using texture images for face
recognition, they are very useful for the demonstration of
our method. In order to preprocess texture images, after
localizing the face in the 3D image, the corresponding
region in the texture image is cropped and then the pose
of the 2D face image is corrected using the same rigid
transformation that was applied to its corresponding 3D
face, as described in [2]. The 2D image is then resampled
on the same grid as the 3D face. The resulting 2D face
images usually have a pixel-to-pixel correspondence to
their respective preprocessed range images. Fig. 6 shows
some examples of preprocessed 2D and 3D images. The
top two rows contain initial 3D and 2D images in which
the face region was cropped around the detected nose
tip. The bottom two rows contain the corresponding
pose-corrected images. As it is seen, the pose correction
also acts as a rough alignment of 3D faces. The pose
correction is a computationally simple step and greatly
speeds up the the correspondence finding step. It should
be noted that, sometimes because of the presence of the
hair in the face, pose correction might fail. An example of
this failure is shown in the fourth column from the right
in Fig. 6. However, this problem will be resolved by the
rigid transformation in the correspondence finding step,
as described in Section 5.

4 CORRESPONDENCE FINDING

4.1 Reference Face

We create the reference face by smoothing a random
pose-corrected denoised face with a neutral expression.
For smoothing, we use a 2D Wiener filter with the
filtering window of size 6 x 6 mm. The reference face
that was used for the experiments in this paper is shown
in Fig. 7(a). This reference face was created from the
3D scan with ID 04460d260. The choice of the face was
random and we expect that other faces work equally
well.

Preprocessed face

4.2 Closest Normal Search

Our goal at this stage is to find for each point on the
reference face one corresponding point on the input face
such that it resembles the features of its reference point.
For example, for the points of the eyes of the reference
face, the corresponding points are the points of the eyes
of the input face. Note that the corresponding points
therefore represent the same facial features across all faces.
Also note that the number of the corresponding points
for every input face is equal to the number of the points
of the reference face. Let {r;} ; represent the point set
of the reference face, and {p;}}, represent the point set
of the input face, where r; and p; indicate 3D vectors
containing the coordinates of the points. Also, let {p;}},
and {m;}}¥ | represent the sets of unit normal vectors of
the reference face and the input face, respectively. The
corresponding point for each point r; of the reference
face is obtained through the following steps.

First, the point with the smallest distance to the refer-
ence point is selected. Let {p¢}Y , denote the set of the
closest points. {p¢}Y , is a subset of {p;}M, such that,

P =prk =arg min (|r; = pjll2). ®)

For the fast search of closest points, a KD-tree algorithm
can be used.

Fig. 7(b) shows one cross section of the reference face
(blue points) and the corresponding cross section on the
input face (red points). The position of the cross sections
on the faces is shown by dotted lines in Fig. 7(a) and
(e). The horizontal axis in Fig. 7(b) represents the z-
axis (depth) of the 3D face points and the vertical axis
represents the y-axis. For the purpose of demonstration,
in Fig. 7(b),(c), and (d) the reference points have been
shifted by 10 mm to the left. In Fig. 7(b), each vector
connects a reference point to its closets point on the input
face.

In Fig. 7, in order to demonstrate the closest points, we
have assumed that they are located on the same cross
section of the input face. However, it should be noted
that, the actual closest points can be located anywhere
within a neighborhood of this cross section.

As mentioned in Section 3.3, preprocessed color im-
ages have a pixel-to-pixel correspondence to their respec-



Fig. 6. Examples of the preprocessed 2D and 3D images. The top two rows are face regions cropped around the
nose tip. The bottom two rows are corresponding pose-corrected images. 3D images are shown in shaded view.
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Fig. 7. Different steps of the proposed correspondence finding method on a cross section of a sample face and
the corresponding texture-to-reference maps at each step. (a) Reference face, (b) closest points, (c) closest normal
points, (d) filtered distance vectors, (e) input face, (f),(g),(h) texture-to-reference map of the points in (b),(c), and (d),

respectively, and (i) the 2D image of the input face.




tive preprocessed range images. That is, each 3D point
has a texture value. Now, in order to check whether suc-
cessful correspondences have been established between
the reference face and an input face, we have created
a specific texture map for the corresponding points on
the input face by mapping the texture of these points
to their reference points in the xy-plane. We obtained
such mapping by replacing the pixel values in the range
image of the reference face by the texture value of their
corresponding points from the input face. When the
corresponding points establish correct correspondences
between the reference face and the input face, this
texture map should represent the texture of the input
face mapped to the geometry of the reference face. For
example, if the mouth is open in the input face but closed
in the reference face, this texture map of the input face
should display a closed-mouth face. Similarly, the other
features of the input face should have been shifted to
their corresponding locations within the reference face.
We call this texture map the texture-to-reference map.

The texture-to-reference map of the closest points is
shown in Fig. 7(f). This texture map is similar to the 2D
face image of the input face (shown in Fig. 7(i)) and does
not represent the geometry of the reference face. This
observation demonstrates that the closest points cannot
be considered as the corresponding points.

After finding the closest point, we search a window of
size 10 x 10mm centered at the closest point to find the
point that its normal vector has the smallest angle with

the normal vector at the reference point. Let {p{"} Y

i Ji=1
represent the set of the points with the closest normals
to the reference points. {p{"}Y , is again a subset of
{p:}}4,, but here such that,

pi" = pi. k = argmin(arccos(p;.m;)). ©)
and 7 denotes the set of the indices of the input face
points which are located within a window of size 10 x 10
mm centered at the point p§. Fig. 7(c) shows the points
with the closest normals to the reference points. These
points still cannot be considered as corresponding points
because they are not smoothly corresponded to the
reference points. The texture-to-reference map of these
points is shown in Fig. 7(g), where the effect of unsmooth
correspondences is evident.

4.3 Smoothing the Correspondences

In order to smooth the correspondences, a 2D Wiener
filter is applied to the distance vectors between the clos-
est normal points and the reference points, as follows.
Let {d,;}Y , represents the set of these distance vectors
which are obtained by subtracting the coordinates of
the reference points from the coordinates of their closest
normal points,

d; =pi" —r,. (10)

In fact, the vectors in Fig. 7(c) represent these distance
vectors. In order to apply the 2D filter to the distance

10

vectors, a vector field is constructed by assigning each
distance vector to the x and y coordinates of its reference
point. Fig. 8(a) shows a sample of this vector field which
is projected to xy-plane. The filtering is then performed
on each of the three components of the distance vector
field. A window size of 20 x 20 is used for the filtering.
Fig. 8(b) shows the filtered version of the vector field.

A consequence of the filtering with the large window
size is that the vectors at the boundary of the face cannot
be filtered. To solve this problem, the boundary distance
vectors are interpolated using their nearest neighbors.

Let {f(d;)}, represent the set of filtered distance
vectors. Then, the smoothed closest normal points can be
approximated by adding the smoothed distance vectors
to the reference points,

e =1+ f(dy),

where {p§"”' } | denotes the set of approximate smoothed
closest normal points. These points are approximate be-
cause they may not lie exactly on the input face surface.
To resolve this issue, the point on the input face with the
smallest Euclidian distance to the approximate smoothed
closest normal point is selected as the smoothed closest

normal point. That is,

(11)

1 s n’
pi" =pr, k=arg 1£ISHM(||P§H —pjll2)-

(12)
where {p$”"}N | denotes the set of smoothed closest
normal points. Again, for the fast search of closest points,
the KD-tree algorithm can be used. Fig. 7(d) shows the
smoothed distance vectors and closest normal points.
As it can be seen, a fine correspondence between the
eyes of the reference face and the eyes of the input face
has been achieved. The texture-to-reference map of the
corresponding points is shown in Fig. 7(h). Evidently,
this texture map represents the texture of the input
face mapped to the geometry of the reference face (for
example look at the position of the eyes), showing that
fine correspondences between the points of the reference
face and the points of the input face has been achieved.

5 THE ICNP METHOD

Throughout the rest of this paper, we refer to the
smoothed closest normal points simply as the closest
normal points (CNPs). After finding the CNPs, the input
face is rotated and translated to reduce the distance
between the CNPs and the reference points. The result-
ing better alignment between the input face and the
reference face results in a more accurate correspondence
between their points. We repeat the search for the CNPs,
rotation and translation of the input face until no more
significant rotation is applied to the input face.

We calculate the rotation matrix and the translation
vector using the singular value decom}gosition (SVD)
[41] method as follows. Let 7 = %> ;_,r; and p =
+ Zf\;l pi"" be the mean of the reference points and
the CNPs, respectively. The cross correlation matrix C
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Fig. 8. The distance vector field before and after smoothing. (a) The initial distance vector field projected to zy-plane,
(b) the smoothed distance vector field projected to zy-plane.

between the reference points and the CNPs is obtained
as

1, o
C=5 ;(pf” = p)(ri —7)" (13)

Let U and V be the orthogonal and A be the diagonal
matrices obtained from the SVD of C as

UAV!=C (14)
The rotation matrix R is then obtained as
1 0 0
R=V]|0 1 0 Ut (15)

0 0 det(UVY)

where the middle matrix is to prevent reflection of the
face when det(UV') = —1. The translation vector ¢ is
obtained as

t=p—Rr (16)

The transformation of the CNPs is then obtained as
T(p™') = RpS™ +t 17)

This rigid transformation minimizes the mean square
distance between the reference points and the CNPs.

The CNP search, rotation and translation of the ref-
erence face are repeated until the sum of squared dif-
ferences between the current rotation matrix and the
identity matrix is less than a threshold. After the last
iteration of the ICNP algorithm, the final CNPs are
obtained. The ICNP algorithm is summarized by the
block diagram shown in Fig. 9.

In each iteration of the ICNP algorithm, we have
also applied the same rigid transformation to the cor-
responding color image of the input face (as described

in Section 3.3), in order to maintain the pixel-to-pixel
correspondence between the 3D face and its color image.

The CNPs can be considered as a sampling of the
points of a face surface according to the points of the
reference face. An example of the CNPs is shown in
Fig. 10 (b), where the surface has been created by in-
terpolating the CNPs. The CNPs by themselves do not
demonstrate the quality of the correspondence between
the reference and input faces. On the other hand, the
texture-to-reference maps seem to be helpful for this
purpose as explained above.

Fig. 10. (a) The shaded view of a sample face and (b) the
shaded view of the face created using the CNPs.

When the geometry of a face changes under expres-
sion, the proposed method is able to successfully find the
same corresponding points that it usually finds from its
neutral face. When a DA method is applied to the CNPs,
this stability is a key factor in the success of the DA
method to recognize expression variant faces. That is, by
establishing stable correspondences, a DA method can
successfully learn the geometry changes resulting from
expression variation of a subject versus the geometry
changes resulting from subject variations. DA methods
learn these differences by minimizing the within-class



12

Find the closest
normal point
around each closest
point

Subtract reference
points from closest
normal points

Find the closest
point to each
reference point

Preprocessed face
point set A

> >

Filter each Sum up reference Find the Rotate and
—»| component of the || points and filtered 9| closest [ translate the
distance vector field distance vectors points point set

Fig. 9. Block diagram of the proposed ICNP method.

scatter matrix while maximizing the between-class scat-
ter matrix [13].

Fig. 11 shows examples of the texture-to-reference
maps of the CNPs for a number of non-neutral faces. As
it can be seen, the texture maps represent the same facial
geometry across all the faces. Also, it is seen that, the
CNPs are almost invariant under expression, i.e., almost
the same point on the face is found as the CNP, as if the
face was neutral. In particular, note that, in the texture-
to-reference maps, the mouth is always closed. That is,
the CNPs to the points of the lips of the reference face
are always the corresponding points of the lips of the
input face regardless of whether the mouth is open or
closed in the input face. Dealing with open mouth has
been a serious issue in 3D face recognition and a number
of works have been proposed to address this issue [42].
We expect that the success of the proposed method in
correctly establishing correspondence between an open
mouth and a reference closed mouth can greatly improve
3D face recognition.

6 FACE RECOGNITION RESULTS

To evaluate the performance of the proposed method, we
reproduce the ROC III and all vs. all experiments here
(see Section 2 for the definition of these experiments).
We also use LDA as an example of DA methods for
the proposed face recognition system. Many state-of-the-
art DA methods have been recently proposed. However
the focus of this paper is to propose a proper base for
the employment of DA methods in 3D face recognition
and not to extensively examine different DA methods.
Even though we only use a simple DA method here, the
performance improvement is significant.

In order to employ LDA, database images should to
be divided into gallery and probe sets. LDA is then
trained using the gallery images. Gallery and probe
sets are already defined in the ROC III experiment.
However, there is no consensus for these sets for the
all vs. all experiment. We observed that the performance
rate of LDA varies by changing the number of 3D face
scans that are used in the gallery set for each subject.
However, the number of scans for each subject in the
FRGC database varies between two to 22. Table 2 shows
the number of subjects with at least n scans in the
database. Therefore, to evaluate the performance of the

|[R-T]|, < threshold? >

Yes

Closest normal points

proposed face recognition method, we used a maximum
for the number of scans that are used for each subject in
the gallery. Also, to investigate the performance change
under different numbers of sample available for each
subject in the gallery, we evaluated the performance for
different such maximum numbers.

We therefore used the following setup to reproduce the
all vs. all experiment. We randomly selected a maximum
of m scans from each subject to form the gallery set and
we used the remaining images to form the probe set.
For the subjects with fewer than or equal to m scans,
we randomly selected one image from each subject for
the probe set and the remaining images were used for
the gallery set. We then calculated the matching score
for every pair of gallery-probe scans. We repeated the
random division of the dataset into the gallery and
probe sets for many times to make sure that every two
images in the dataset are matched with each other, which
is the consensus for the test setting for the all vs. all
experiment. Finally, we calculated the VRs at different
thresholds using the similarity scores over all the trials.

6.1 Normal Vectors versus Point Coordinates

Here we compare the face recognition performance using
the normal vectors versus using the point coordinates.
After finding the CNPs for each face in the gallery and
probe sets, first we performed face recognition using
the coordinates of these points as follows. We first con-
structed a 3 x N matrix from the coordinates of the CNPs
for each face, where one row corresponds to each of the
z, y and z coordinates. We then concatenated the z, y
and z rows of the point matrix to form a 1D vector for
each face. We then trained LDA using these vectors of
the gallery faces. Because of the high dimensionality of
these vectors, it is infeasible to directly apply the LDA
algorithm. As proposed in [13], to solve this problem,
we first applied PCA [38] to these vectors to reduce their
dimension. The number of the PCA components that we
used was according to 99% of the eigenvalue energy.
After reducing the dimension, we obtained the LDA
projection bases through generalized eigenvalue decom-
position as described in [13]. We discarded the eigenvec-
tors corresponding to the eigenvalues which are smaller
than 0.01. We then obtained the feature vectors of the
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Fig. 11. The first and the third rows show the 2D image of sample 3D faces, and the second and the fourth rows show

the texture-to-reference maps of their CNPs.

TABLE 2
The number of the subjects with at least n scans in the FRGC database.
n 1 2 3 4 5 6 7 8 10 | 15 | 22
Number of subjects | 464 | 409 | 382 | 353 | 318 | 286 | 257 | 230 | 186 | 95 | 3
gallery and probe faces by projecting their reduced- 1
dimension vectors to the LDA bases. Finally, we used g
the cosine metric for measuring the similarity of each 0.95¢
pair of gallery and probe faces. ool
A second time, we used the normal vectors of the faces g -
at the CNPs instead of the point coordinates. That is, we g 0.85f
constructed a 3 x N matrix from the components of the ki —B— Normal Vectors
normal vectors at the CNPs for each face. £ 0.8 —%— Point Coordinates | |
Fig. 12 shows the verification results for the above > 0.75¢
two experiments using the ROC III scenario. Clearly,
the use of normal vectors significantly outperforms the 0.7
use of point coordinates. This observation is further 0.68

verified in Section 6.6. Therefore, we conclude that, the
normal vectors of the face contains more discriminatory
information than the coordinates of the face points. One
possible explanation for this observation is that, the
normal vector at a point contains information regarding
the neighboring points as well. This conclusion is one of
the main contributions of this work.

Fig. 13 shows the z, y and z components of the normal
vectors at the CNPs for a number of sample faces. As
shown, each component represents the orientation of
the face surface in the corresponding direction. These
components can be considered as three orthogonal channels
of the geometry of a face.

For the rest of the experiments in this paper, we use
the normal vectors at the CNPs for recognition unless

107 107 10°
False acceptance rate

10” 107

Fig. 12. VR versus FAR for the ROC IIl experiment using
the CNPs versus using the normal vectors at the CNPs .

otherwise is stated.

6.2 Face Recognition Using Different Numbers of
Scans for Each Subject

Table 3 shows the VR at 0.1% FAR for the all vs. all
experiment when the maximum of m scans per subject
are used in the gallery set in each trial. As it can be
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Fig. 13. Examples of each component of the normal vectors at the CNPs. From top to bottom: shaded view of the 3D
face, z, y, and z component of the normal vectors at the CNPs.

seen, by increasing the number of scans per subject,
LDA learns within-subject geometric variations across
different expressions and better recognition is achieved.

TABLE 3
VR at 0.1% FAR for different maximum numbers of scans
per subject in the gallery.

m 2 3 4 5 6 7

VR | 90.6 | 98.4 | 99.2 | 99.5 | 99.6 | 99.6

Because capturing a 3D face scan takes only a few
seconds, in most face recognition applications, the en-
rolees can easily provide multiple 3D scan samples of
themselves. However, for situations with limited number
of samples, we can use a generic training set to boost the
performance. A generic training set consists of samples
of subjects who are different from the testing subjects.
Clearly, there is no limitation on the number of samples
that can be collected for this set. By training LDA using
the gallery samples and a generic set, we can improve
the recognition performance. Moreover, we know that,
at least two samples per subject are required for training
LDA. However, as proposed in [43], by using a generic
set, LDA can also be used in the so-called single sample
scenario. Table 4 shows the VR at 0.1% FAR when a
generic set with the maximum of six scans per subject is
included for training. In this table, the VRs are listed for
different sizes of the generic set. We randomly selected
the specified number of subjects from the FRGC database
for the generic set, and used the remaining subjects
for testing and then formed the gallery and probe sets
as described in the beginning of Section 6. Again, the
random division of the database into the generic and
gallery-probe sets was repeated for many times to be
confident that every two images in the dataset are
matched with each other. As it can be seen in Table 4, by
using a generic training set, the recognition performance
using only two scans per subject has been significantly
improved. Moreover, a very good performance has been

achieved by using only one scan per subject.

TABLE 4
VR at 0.1% FAR for cases with one and two samples per
subject in gallery.

Max. no. of scans per subject in gallery 1 2

VR without using a generic set NA | 90.6
VR using a generic set of 50 subjects 823 | 95.1
VR using a generic set of 100 subjects 86.3 | 96.9
VR using a generic set of 300 subjects 93.1 | 98.3

6.3 The Effect of Expression

By visually inspecting each image in the FRGC database,
we classified 2455 faces as neutral and 1552 faces as non-
neutral. Non-neutral faces display various expressions
including surprise, happy, puffy cheeks, anger, etc. There
are also a large number of faces with closed eyes among
them. Most of the non-neutral faces display an intense
expression. Fig. 14 shows examples of the non-neutral
faces from the first four subjects in this database. More
examples of the non-neutral faces can be seen in Figs. 6,
11, and 13.

Fig. 14. Examples of non-neutral faces from the first four
subjects in the FRGC database.

By including one neutral image for each subject to
the set of non-neutral faces, we created a subset of the



FRGC database in which there is expression variation
between every two faces of a subject. The resulting set,
denoted as the expression subset, consists of 1976 faces.
We also denote the set of the 2455 neutral faces as the
neutral subset. Table 5 shows the VRs at 0.1% FAR for the
expression and neutral subset when different maximum
numbers of scans are used in the gallery. We performed
an experiment similar to the all vs. all experiment on
these subsets. No generic training set has been used for
the results in this table. As it is shown, by increasing the
number of scans per subject, the recognition performance
for the expression subset approaches that for the neutral
subset, which indicates an expression-invariant recogni-
tion. By increasing the number of scans per subject, LDA
learns within-subject geometric variations across different
expressions.

TABLE 5
VR at 0.1% FAR for the neutral and expression subset
when different maximum numbers of scans per subject
are used in the gallery.

m 2 3 4 5 6 7
Neutral 98.8 | 99.7 | 99.9 | 99.9 | 99.9 | 99.9
Expression | 77.5 | 90.8 | 96.2 | 97.6 | 98.5 | 98.5

6.4 Corresponding Points versus Range Images

Here we compare face recognition performance using
CNPs versus using the range images (depth map) of 3D
faces. In order to use the range images, we first aligned
all faces to the reference face using the ICNP method.
We then used the range images of the aligned faces
for applying LDA [13]. Fig. 15 shows the verification
results for the ROC III experiment using the range
images versus using the normal vectors at the CNPs. The
verification results for the all vs. all scenario are similar
but are not shown here for brevity. Clearly the use of the
CNPs significantly outperforms the use of range images,
showing the importance of sampling of the face points
guided by a reference face.

6.5 LDA versus PCA

In order to show the role of LDA in the proposed
approach, here we compare the face recognition per-
formance using LDA versus using PCA. As mentioned
before, once successful correspondences are established
across faces, LDA is capable of distinguishing between
geometry changes resulted from expression variation
and those resulted from subject variation; whereas PCA
is an unsupervised method and does not take into
account the within-subject variability of the faces. Fig. 16
shows the verification results for the ROC III experiment
using these two feature extraction methods. The same
settings have been used for training these two methods.
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Fig. 15. VR versus FAR for the ROC Il experiment using
the normal vectors at the CNPs versus using the range
images.

The verification results for the all vs. all scenario are
again similar but are not shown here for brevity. As it is
seen, LDA significantly outperforms PCA.
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Fig. 16. VR versus FAR for the ROC Ill experiment using
LDA versus using PCA.

6.6 ICNP versus ICP

Finding the correct corresponding points across faces is
a key factor for the success of LDA in the proposed face
recognition system. Here we compare the face recogni-
tion performance using the ICNP method versus using
the ICP method. In order to evaluate the face recognition
performance using the ICP method, we experimented
with coordinates of the corresponding points as well as
with the normal vectors at the corresponding points. We
then observed that when the ICP method is used, the
use of the point coordinates results in better recognition
performance; whereas as it was shown earlier, when the
ICNP method is used, the use of the normal vectors
results in better performance. As a result, in order to



have a fair comparison between the ICP and ICNP
methods, we use the normal vectors in the case that the
ICNP method is used and use the point coordinates in
the case that the ICP method is used. Fig. 17 (a) shows
the verification results for these two methods for the
ROC I scenario. Clearly, the ICNP method significantly
outperforms the ICP method. The verification results for
the all vs. all scenario are again similar but are not shown
here for brevity.

We also performed another experiment to compare
the ICP and ICNP methods using the expression subset
defined in Section 6.3. Fig. 17 (b) shows the verification
results for this experiment. As it is depicted, the dif-
ference between the performance of the ICNP and ICP
method is greater when expression variation is larger.
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Fig. 17. VR versus FAR using the normal vectors through
the ICNP method versus using the point coordinates
through the ICP method (a) for the ROC IIl experiment
and (b) on the expression subset.

6.7 Fusion of Normal Vectors and Point Coordinates

We performed another experiment to examine whether
combining the normal vectors and the point coordinates

16

can improve the recognition performance. As concluded
in Section 6.6, in order to use point coordinates for
recognition, we applied the ICP method and in order to
use the normal vectors, we applied the ICNP method.
We then used the simple sum rule for fusing these
two modalities. That is, the final matching score for
a pair of gallery-probe faces is the summation of the
cosine from the feature vectors of the two modalities.
The verification results for the ROC III and all vs. all
experiments are shown in Fig. 18 (a) and (b), respectively.
As it is seen, some improvement has been achieved by
fusing these two modalities. We performed a similar
experiment on the expression subset. The verification
results for this experiment are shown in Fig. 18 (c),
depicting noticeable improvement on images with more
expression variations.

By using a simple fusion rule, we showed that combin-
ing normal vectors and point coordinates can improve
the recognition performance even further. One may con-
sider examining state-of-the-art combination strategies
such as stack generalization [44], rule based schemes
[45], and order statistics [46] to seek more improvement.

6.8 Performance Comparison with Other Methods

Here we compare the performance of the proposed 3D
face recognition system with that of the state-of-the-art
methods. Table 6 shows the verification results for state-
of-the-art methods on the FRGC database as reported
in the literature. Some methods have only reported the
verification results for the all vs. all experiment while
some other have only reported them for the ROC III
experiment.

Also the VRs using the proposed method for both
of these experiments are shown in Tabel 6. For these
results, only the normal vectors at the CNPs have been
used (i.e., without fusing with the point coordinates).
For the all vs. all experiment, a maximum of six scans
per subject have been used for the gallery set in each
trial. A VR of 99.6% at 0.1% FAR has been achieved
using the proposed method for the all vs. all experiment.
Compared to the method of Queirolo et al. [7], which
produces the best results for the all vs. all experiment
among the existing methods, our method has reduced
the error rate by 7 times. Also, a VR of 99.2% at 0.1%
FAR has been achieved using the proposed method for
the ROC III experiment. Compared to the method of
Kakadiaris et al. [9], which produces the best results for
the ROC III experiment among the existing methods, our
method has reduced the error rate by 4 times.

7 CONCLUSIONS

We introduced the ICNP method for effectively finding
the points that correspond to the same facial features
across all faces. We used a surface orientation factor
to find the corresponding points denoted as CNPs. We
showed that the CNPs that are detected from an ex-
pression face are the same as those detected from the



1
0.99r
20 9; —= No.rmal Vectors | |
< —¥— Point Coordinates
s —/— Fused
= 0.97
k]
£ 096
0.9
0.94 ' :
107 10° 107 10 10°
False acceptance rate
(@
1
0.99
@ 5 —HB— Normal Vectors
e 0.98 —¥— Point Coordinates ,
o0
K] —/— Fused
S
k]
‘£ 0.97 7
()
>
0.96 B
0.95 : ' ’
10 10° 107 10" 10°

False acceptance rate

(b)

1
0.95
% E —B— Normal Vectors
- 09 —¥— Point Coordinates
-% —7— Fused
9o
‘£ 0.85 b
()
>
0.8 7
0.75 ' ' ’
10™ 10° 107 10" 10°

False acceptance rate

(©

Fig. 18. VR versus FAR using the normal vectors, the
point coordinates and the fusion of the two (a) for the ROC
Il experiment, (b) for the all vs. all experiment, and (c) on
the expression subset.
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TABLE 6
Verification results for the all vs. all and ROC Il
experiments, at 0.1% FAR.

Method ROC III | All vs. All
Mian et al. [2] NA 86.6
Husken et al. [4] 86.9 NA
Maurer et al. [3] NA 87.0
Lin et al. [5] 90.0 NA
Cook et al. [6] NA 92.3
Al.Osaimi et al. [10] 94.1 NA
Faltemier et al. [33] 94.8 93.2
Spreeuwers et al. [35] NA 94.6
Queirolo et al. [7] 96.6 96.5
Ocegueda et al. [32] 96.8 NA
Kakadiaris et al. [9] 97.0 NA
This work 99.2 99.6

corresponding neutral face. In particular, the CNPs to
the points of the lips of the reference face are the corre-
sponding points of the lips of the input face regardless
of whether the mouth is open or closed in the input face.

We also showed that a successful application of DA
methods for 3D face recognition can be achieved by
using the CNPs. As an straightforward DA method,
we used LDA for recognition and achieved significant
improvements in recognition. We expect that the use of
more advanced DA methods provides more improve-
ment.

As an important conclusion, we observed that the
normal vectors at the CNPs provide a higher level of
discriminatory information than the coordinates of the
points, i.e., the normal vectors of the face are more useful
for recognition.

Another important feature of the proposed approach is
that one-to-one alignment/registration of a probe face to
every gallery face is not required for recognition, which
enables fast database searches.
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