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Abstract. We study anew class of visibility problems based on the notion
of a-visibility. Given an angle a and a collection of line segments S in the
plane, a segment t is said to be a-visible from a point p, if there exists an
empty triangle with one vertex at p and the side opposite to p on ¢ such
that the angle at p is a. In this model of visibility, we study the classical
variants of point visibility, weak and complete segment visibility, and the
construction of the visibility graph. We also investigate the natural query
versions of these problems, when « is either fixed or specified at query time.

1 Introduction

The study of visibility is at least 99 years old, when in 1913 Brunn [5] proved
a theorem about the kernel of a set. By now, visibility has become one of the
most studied notions in computational geometry. The reasons are two-fold: 1)
such problems arise naturally in areas where computational geometry tools and
algorithms find applications. 2) their solutions are required, or serve as building
blocks in the development of solutions to other problems, such as motion plan-
ning problems. Many natural problem instances arise and have been extensively
studied in two and higher dimensions. The reader is referred to [3U8].

Previous Work: Given a polygonal scene S, the wvisibility polygon of a point p,
denoted by VP(p), is the set of all points inside the scene that are visible from p.
When the scene is a simple polygon or a polygonal domain, several algorithms
exist to compute the visibility polygon of a point with/without preprocessing.
Previous results for point-visibility inside a scene are summarized in Table [l
Given a segment s, the weak visibility polygon VP (s) of s is the set of points in
the scene that are visible from at least one point on s. Guibas et al. [I1] showed
how to compute the weak visibility polygon of a segment inside a simple polygon
in O(n) time. Suri and O’Rourke [22] established that the weak visibility polygon
of a segment inside a polygon with holes has size ©(n*), but can be represented
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Table 1. Summary of the previous work on point-visibility. Here, n is the total
complexity of the scene, h is the number of holes, m,; is the complexity of VP(p)
for a query point p, and |E| is the number of edges in the visibility graph of the scene.

SCENE PrEP. TIME SPACE QUERY TIME REF.
polygon — O(n) O(n) 31,171, [15]
polygon O(n*logn) O(n®) O(logn + my) 2]
polygon O(n®) O(n?) O(log n + my) 12
polygon O(n*logn) O(n?) O(log®n +my) [

polygonal domain — O(n) O(nlogn) 22
polygonal domain — O(n) O(n+ hlogh) [13]
polygonal domain O(n?) O(n?) O(n) 2]
polygonal domain ~ O(n?logn)  O(n?) O(myp log(n/my)) 23]
polygonal domain ~ O(n®logn)  O(n®) O(min {h,m,}logn +m,) [24]

convex polygons O(nlogn + |E|) O(|E]) O(myplogn) [20]

by a set of O(n?) triangles. They also gave an algorithm for computing the weak
visibility polygon of a segment inside a polygon with holes in O(n?) time.

The wvisibility graph of a polygon is the undirected graph of the visibility rela-
tion on the vertices of the polygon. Optimal algorithms for computing visibility
graphs exist. Ghosh and Mount [9] established its construction in O(n logn+|E|)
time for a polygon with holes. Here, |E| is the number of edges in the resulting
visibility graph.

The weak visibility graph of a set of segments is defined as the graph, with
a node for each segment and an edge between any pair of weak visible seg-
ments, that have at least two mutual visible points. Ghosh and Mount [9] and
Keil et al. [I4] computed the weak visibility graph in O(nlogn + |E|) time.
Nouri et al. [I9] demonstrated how to detect the visibility relation between two
query segments in O(n!*¢) time, using O(n?) space and O(n?*¢) preprocessing
time, for any fixed €. Gudmundsson and Morin [I0] obtained similar results for
testing weak visibility relation between a query point and a segment.

New Model: Let S be a set of n line segments in the plane, which are non-
intersecting except possibly at their end-points. Since each polygonal scene is
composed of a set of segments, S can model polygonal scenes as well. Let « be a
positive real number. In this paper, we study a new class of visibility problems
based on the notion of a-visibility as follows:

Point-visibility: A segment ¢t € S is said to be a-visible from a point p, if p can see
t with an angle at least «; that is, if there exists an empty triangle with one vertex
at p and side opposite to p on ¢ such that the angle at p equals « (Fig. [la).
Segment-visibility: A segment ¢ is said to be weakly a-visible from a segment s,
if there is a point on s from which ¢ is a-visible (Fig. [Ib). A segment ¢ is said
to be completely a-visible from s, if for all points on s, ¢ is a-visible (Fig. dlc).
Visibility Graph: We define the weak (respectively complete) a-visibility graph
of § as a directed graph G, whose vertices are the segments of S, and for any two
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Fig.1l. (a) Segment t is a-visible from p. (b) Segment ¢ is weakly a-visible from
segment s. (c) Segment ¢ is completely a-visible from segment s.

segments s,t € S, there is a directed edge from s to t if ¢ is weakly (respectively,
completely) a-visible from s.

The notion of a-visibility appears to be natural. Typically, all optical/digital
imaging devices have limitations, quantified by their resolutions. Our a-visibility
model is capable of capturing this limitation, and provides a more realistic al-
ternative to the classical visibility models studied in the literature. The value
a could be also employed to approximate the inaccuracy of a device used to
provide visibility-related measurements. E.g., laser rangefinders do not return
any data when they are too far off in angle from the surface normal. In gen-
eral, there is a wealth of literature on approximation algorithms for geometric
shortest path problems, and there is a close connection between visibility and
shortest path problems, but still there are essentially no results on the notion of
approximate visibility. This paper lays down a foundation in that respect, and
will likely inspire further study of the notion of approximate visibility.

Our Results: In this paper, we present the first results for several variants of
the point/segment visibility problems in the a-visibility model. The main idea
that we use is to group the set of all possible visibility directions into O(1/«)
directions, provide insights into a-visibility, and then employ a combination of
geometric tools, such as trapezoid diagrams, shortest path maps, ray shooting,
range searching, etc., to solve the visibility problem in each group of directions.
In the following, S denotes the scene, i.e., the set of input segments in the plane.

In Section[3, we present efficient data structures that enable answering queries
of the form “Is segment ¢t € S a-visible from a query point p in the plane?”. When
a is fixed, we preprocess S in O(nlogn) time into a data structure of size O(n)
that answers aforementioned point-visibility queries in O(logn) timd]. We also
provide data structures for answering point-visibility queries when « is specified
at the query time.

In Section El we show that the (weak and complete) a-visibility graph of S
has linear size (in n), and that it can be computed in O(nlogn) time. Once
the graph has been computed in O(nlogn) time, queries of the form “Ist € §
weakly /completely a-visible from s € S?” can be answered in O(1) time. Then,

! The running times and space bounds of the data structures presented in this paper
involve a factor 1/, which is omitted when « is assumed to be a fixed constant.
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we show how to preprocess S in O(nlogn) time into a data structure of size
O(n) such that queries of the form “Is segment ¢t € S weakly a-visible from a
query segment s in the plane?” can be answered in O(logn) time.

Note that one of the key differences between standard visibility (i.e., when
a = 0) and a-visibility lies in the size of the weak/complete visibility graph of
the line segments in the plane. While the former has quadratic size, the latter is
linear in size, which makes it appealing both theoretically and from an applied
perspective especially when dealing with large data sets.

2 Preliminaries

Ray Shooting: A typical range shooting problem in the plane has the following
form: given a set of n segments in the plane, build a data structure that, for any
query ray 7, report the first segment intersected by r quickly.

Theorem 1 (Chan [6]). Given a set of n line segments in the plane, there is
a data structure requiring O(nlog® n) preprocessing time and O(n log? n) space,
such that we can find the first point of intersection between a query ray and the
set in O(y/nlog®n) expected time.

Splinegons (or informally curved polygons) are defined as generalizations of poly-
gons [2I]. A splinegon S is formed from a polygon P by replacing one or more
edges of P with curved edges such that the region bounded by each curved edge
and the segment joining its end-points is convex.

Theorem 2 (Melissaratos and Souvaine [17]). Given a simple splinegon S
with n edges, there is a data structure requiring O(n) preprocessing time and
O(n) space, such that, for any query point p and a ray v emanating from p, the
first intersection of r with the splinegon can be reported in O(logn) time.

Simplified Trapezoidal Diagram: Given a set S of segments in the plane
and a direction d, we define a subdivision of the plane such that, each region in
the subdivision is the maximal region with the property that all points in that
region see the same segment in direction d. We can construct this subdivision
by drawing a line in the reverse direction of d, from each end-point of all the
segments of S, until it meets another segment. We call this subdivision, the
simplified trapezoidal diagram of S in direction d, and denote it by 74(S).

Theorem 3. Given a set S of n segments in the plane and a direction d, we
can construct the simplified trapezoidal diagram T4(S) by a plane-sweep in the
direction perpendicular to d in O(nlogn) time and O(n) space.

Shortest Path Maps: For a point s in a simple polygon P, the shortest path
map, SPM (s), is a partition of P into cells such that for all points ¢ in a cell,
the sequence of vertices of P along the shortest path from s to t is fixed. It is
well-known that the complexity of SPM/(s) is O(n) and it can be built in O(n)
time, where n is the number of vertices in P. If we preprocess SPM (s) for point
location, for a query point p we can find in O(logn) time, the last vertex of P
in the shortest path from s to p, which can be thought of as the root associated
to the cell containing p.
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3 Point Visibility
In this section, we show how to build data structures that efficiently determine,
for a query point p in the plane and a query segment ¢ € S, whether ¢ is a-visible

from p. First, let @ > 0 be a fixed constant.

Visibility testing for fixed a:

Theorem 4. We can preprocess S into a data structure of size O(n) in O(nlogn)
time, such that a-visibility testing can be carried out in O(logn) time.

Fig. 2. (a) Segment t is a-visible from p, and r intersects t. (b) A trapezoidation of a
set of segments in direction d.

Proof. Assume that we have a set of (207;] rays emanating from p, as in Fig. Bh,
so that the angle between any two consecutive rays is « (except possibly between
a pair, where it is < «). Let D denote the set of directions of these rays. If ¢ is
visible from p with an angle at least «, ¢ must intersect one of the rays drawn
from p as in Fig.[Zh. Let r be a ray that intersects ¢ and let d be the direction of r.
Consider the trapezoidal diagram of S in direction d, as in Fig. Zb. Observe that
p lies inside the trapezoid that sees t in direction d. Therefore, if ¢ is a-visible
from p, p must be inside a trapezoid that sees ¢, in the trapezoidal diagram
drawn for S, based on directions in D.

It remains only to be checked whether p sees t with an angle of at least «.
Consider the simplified trapezoidal diagram 7;(S) in direction d. Note that
is inside a region ¢, whose visible segment in direction d is t (see Fig. Zb)A.
For a point p in ¢, the shortest paths from p to the end-points of ¢, inside c,
consist of two convex chains. The maximum visible part of ¢ from p, including
the intersection point of r with ¢, is determined by extending the first edge of
each of the shortest paths. Therefore, to compute the maximum visible part of ¢
from p, it is sufficient to find the first turning points on the shortest paths from
p to the end-points of ¢, in c.

2 Note that the region c is essentially a simple polygon.
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The complexity of the trapezoidal map in direction d is O(n) and can be
computed in O(nlogn) time. We can use the trapezoidal map to locate the
trapezoid containing p and find the visible segment in direction d. The shortest
path map of the end-points of each segment ¢, in the corresponding cell ¢, has
complexity proportional to the size of c¢. Since, the sum of the complexities of
cells in the simplified trapezoidal map is O(n), all the shortest path maps can
be computed in O(nlogn) time using O(n) space. We repeat this construction
for all directions of D. To answer a query, for each direction d, we locate the
trapezoid in which p lies, in the trapezoidal map of S. This can be done in
O(logn) time. The trapezoid gives us a segment that is visible in direction d.
If the segment is not ¢ we proceed to the next direction. Otherwise, based on
the shortest path map associated to the cell of the simplified trapezoidal map,
we can find the maximum portion of ¢ that is visible from p, and check if that
portion forms an angle of at least a with ¢. If so, we report ”yes”, otherwise
we check the next direction. The first turning point in the shortest path from p
to the end-points of ¢ can be located in O(logn) time, and since the number of
directions is O(1/c) (a constant), the total query time is O(logn). O

Visibility Testing for Non-fixed, Constant a: Our objective here is to
build a data structure, such that given a query point p, and a query segment
t € S and an angle a > 0, we need to determine if ¢ is a-visible from p.

Theorem 5. We can preprocess S, in O(n log® n) time, into a data structure
of size O(n log? n), such that we are able to detect a-visibility of query segment
t €S from a query point p in O(y/n log® n) expected time.

Proof. Assume that we have a set of fiﬂ rays emanating from p, so that the
angle between any two consecutive rays is at most « (Fig. Bh). If ¢ is a-visible
from p, then it is visible from p along at least one of these rays. Let r be such
a ray. To check if the visible part around the intersection point of r with ¢
constitutes an angle > a, we need to find the maximum visible part of ¢ from p
around that intersection point. If the visible part forms an angle > «, we answer
to the visibility query affirmatively. Therefore, we need to solve the following
two sub-problems: i) What is visible from p along r? i) If we rotate r around
p, when does the visibility from p along r change?

Problem (%) is ray shooting among segments, which has already been discussed
in Theorem[Il We use range searching to solve problem (i) as follows. Preprocess
the end-points of segments in S, for the two level half-plane range searching
problem, and for each canonical subset of the result, we compute the convex hull
of its points. Without loss of generality, assume that we want to find the first
visibility change when we rotate 7 counterclockwise. The result has O(y/n log? n)
canonical sets, and for each canonical set we have pre-computed the convex hull
of its points. Hence, for each canonical set, we can find the first point visited
from that set, while we rotate r counterclockwise around p. The final result is
the point that is visited first among all such points. Therefore, it can be found
in O(y/n log® n) expected time. The total complexity is now derived from the
complexities of the two sub-problems. O
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Remark: Using techniques introduced by [I6], one can achieve a space/query-
time tradeoff for the problem. Using O(m) space, for any nloan <m < n?,
one obtains a query time of O((n/+/m) polylog m).

4 Segment Visibility

The weak a-visibility graph, G, for S is defined as follows. Each segment of
S is associated to a unique vertex in G. Furthermore, for any two segments
s,t € S, if t is weakly a-visible from s, then there is a directed edge in G, from
the vertex corresponding to s to the vertex corresponding to .

Lemma 1. The weak a-visibility graph G, of S has linear size.

Proof. Fix a set of O(1/a) directions, D, such that the angle between any two
adjacent directions is at most «. Assume that t € S is weakly a-visible from
s € §. Then, there is a point p € s that sees ¢t with an angle at least . Observe
that there exists a direction d € D that is inside the angle of view from p. Let
r be the segment connecting p to ¢ in direction d. Clearly, r does not intersect
any other segment of S. Now slide r in the direction perpendicular to d, while
it still connects s to ¢, until » meets an end-point of a segment in S. One of
two cases may arise: (i) r reaches an end-point of s or ¢, or (ii) r reaches an
end-point of a segment other than s or ¢. In the first case, an end-point of s
sees t in direction d, or an end-point of ¢ sees s in the direction opposite to d.
In the second case, a segment exists in S for which one of its end points sees ¢
in direction d. Hence, segment-to-segment weak a-visibility can be mapped to a
unique point-to-segment «-visibility. The number of directions is constant, and
the number of end-points of segments in S is O(n). The total number of distinct
segment pairs (s,t), such that t is weakly a-visible from s, is O(n). O

Theorem 6. S can be preprocessed into a data structure of size O(n) in O(nlogn)
time, so that weak a-visibility testing for any two query segments s,t € S can be
carried out in O(1) time.

Proof. Firstly, we compute G4. Recall the set-up in the proof of Lemma [
Assume that t € S is weakly a-visible from s € S and p € s sees t with an angle
of at least . Let d be the direction in D, that is inside the angle of view of p.
Assume that the segment r connects p to t in direction d. Now slide r without
changing its direction until it meets an end-point of a segment. The region so
swept is a strip w,in which every point on s, on one side of w, sees a point on ¢,
on the opposite side of w, in direction d. Thus, w is a trapezoid in the trapezoidal
map of S, in direction d. We denote the nodes associated with s and ¢ in the
weak a-visibility graph by s* and t*, respectively. Therefore, the first condition
that must be met for an edge from s* to t* is that s and ¢ are two facing (i.e.,
opposite) edges of a trapezoid in one of the trapezoidal maps constructed for
directions in D.

While this condition is necessary, it is not sufficient. To check whether ¢ is
actually weakly a-visible from s, we need to find a point on s that can see t with
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Fig. 3. (a) Segment s is partitioned into sub-segments. (b) The a-visibility region in
direction d for ¢ € S is shaded.

an angle > «. We do so by partitioning s into sub-segments, such that for each
sub-segment, the shortest paths are combinatorially identical (i.e., the shortest
paths to the end-points of ¢ have the same set of turning points). This can be
done by computing the shortest path map of the endpoints of ¢ inside its adjacent
region in the simplified trapezoidal map, as in the previous section, and finding
the intersection points of s with the edges of the shortest path maps. Assume
that s is partitioned into such subsegments. Let e be one of the subsegments (see
Fig. Bh). We now want to determine the point on e which has the greatest view
angle to t. Since all points on e have the same combinatorial shortest paths, the
largest angle of view from each point on e towards ¢ is determined by the two
fixed points. These are the first turning points, say p; and ps, in the shortest
paths from any point in e to the end-points of ¢. The problem thus reduces to
finding a point on e with the maximum view through p; and p,. This point is
on the intersection of the smallest circle through p; and p, that intersects e.
Therefore, if the circle through p; and ps which is tangent to the supporting
line of e, is incident on the segment e itself, then that supporting point on e will
have the largest view. Otherwise, it will be one of the end-points of e. If the view
angle is > «, then add the edge from s* to t* in G,. The above procedure is
repeated for each sub-segment of s.

The complexity of shortest path map is O(n) and each edge in the map can in-
tersect at most one segment from S. Therefore, the total number of sub-segments
is O(n). For each sub-segment, the first turning points on the shortest paths to
the end-points of a visible segment can be found in O(logn) time. Given the
turning points, the point with the greatest angle of view can be determined in
O(1) time. Therefore, G,, can be computed in O(nlogn) time. For each direction
d € D, let G4 = (V, E4) be the subgraph of G, with only edges (s*,t*) € E such
that s and ¢ are two facing edges in 73. Obviously G4 is planar and can thus be
stored using O(n) space. Checking whether a pair of vertices is connected by an
edge takes constant time [I8]. In order to determine if ¢ is weakly a-visible from
s, we need to verify the existence of edge (s*,¢*) in G4 for each d € D. This
requires O(1/«) time, which is a constant. O
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4.1 One Arbitrary Query Segment

Next, we want to build a data structure, such that given two query segments
s¢ S and t € S, we can determine if ¢ is weakly a-visible from s. As part of
the preprocessing, we compute, for each segment ¢t € S, the set of all points in
the plane from which t is a-visible. If ¢ is weakly a-visible from s, then s must
have a point in this set. First, we define the a-visibility region in direction d for
t, as the region containing the points from which ¢ is a-visible and d is inside
the angle of view (see, Fig. Bb).

Lemma 2. For any direction d and the segment t, the boundary of the a-
visibility region, say r¢, in direction d for t consists of two monotone curves
with respect to the direction perpendicular to d.

Corollary 1. The a-visibility region for any t € S and for any direction d, does
not contain a hole.

Lemma 3. The total complexity of the a-visibility regions, in direction d, for
all the segments in S, is linear.

Proof. Let ¢ denote the cell in Ty associated to ¢, and let r; denote the a-visibility
region in direction d for ¢. Obviously, 7 C c¢. Construct shortest path maps from
the end-points of ¢ inside ¢. Our first claim is that the boundary of 7, intersects
each edge of the shortest path map at most once. By contradiction, as shown
in Fig. @h, assume that for an end-point of ¢, say tg, there is an edge e in the
shortest path map of ¢, such that the boundary of r; intersects e at least twice.
We can choose two points p,q € e, such that p € r, and ¢ &€ r and ﬁ points
towards ¢. Let p; and po be the two extreme points on ¢ visible from p through
its angle of view. Let p; be closer to ¢y than ps. Because p and ¢ are on an edge
of the shortest path map of ¢y, both are visible from p;. Moreover, p; is defined
by the intersection of ¢ and the supporting line of e. We know that Zpipps > a.
Now observe that Zpiqps is greater than Zp;pps and is empty. Therefore, ¢ can
see t with angle > «, and because ¢ € c, it is also in 7, which contradicts the
assumption that ¢ ¢ r;. Therefore, the boundary of r; intersects each edge of
the shortest path map at most once.

s1 =t Pz

Fig. 4. (a) Points p and ¢ are two points on e. p is in the a-visibility region in direction
d for segment ¢ while ¢ is outside the region. (b) Points i1 and i2 are two consecu-
tive points which are the intersections of the a-visibility region, in direction d for the
segment t, With CSPM-.
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Consider next the example shown in Fig. @b. Let 47 and i2 be two consecutive
intersection points of the boundary of r; with the two shortest path maps of
the end-points of t. Then, i; and i, are two points on the boundary of a cell,
cspM, in the overlay of the two shortest path maps. Our second claim is that
the boundary of r; between i; and i, has complexity proportional to the size
of ¢gppr. This holds because there is a combinatorially unique shortest path in
cspym towards the end-points of ¢. Therefore, for all points on the boundary of
r+, between i7 and i3, the largest view to t is determined by two fixed points,
say p1 and ps. The set of all points which can see ¢t through p; and po, with an
angle > «, are inside, or on the boundary of, the circle through p;,po having
inscribed angle « lying on p1ps clipped by segment pip-. Hence, the boundary of
r+ between i1 and iy is determined by the intersection of that circle with cspas.
This intersection has complexity at most 2 * |cspas| because any edge in cspas
can be intersected by the circle at most twice. The complexity of r; is equal to
the number of intersections of its boundary with the shortest path maps and
segments of S. Thus, the size of r; is O(]|c|). The total complexity of the cells in
T4 is linear. Therefore, the total complexity of the a-visibility regions in direction
d, for all the segments, is O(n). O

Lemma 4. The a-visibility region in direction d, for all segments in S, can be
computed in O(nlogn) time using O(n) space.

Proof. Let r; denote the a-visibility region in direction d for ¢t. We first compute
T4 for S. For each segment t € S, we construct the two shortest path maps
of the end-points of ¢ in the cell ¢ associated to t in 7y. Let tg and t; be the
end-points of ¢; let SPM (ty) and SPM (t1) denote the shortest path maps of the
end-points, respectively. By definition, the end-points of ¢ are in ;. We compute
the boundary of r;, by traversing the boundary of ¢ from ¢y until we reach t;.
The events are the intersection points of r; with SPM (tg) and SPM (¢1) and
the boundary of c. In the first part of r;, the shortest paths to ty and t; are two
direct segments. The set of points with this property that can see ¢ with angle at
least « lies inside or on the boundary of a circle through t¢ and ¢; and on one side
of t. We need to compute the intersections of this circle with ¢, SPM (to) and
SPM(t1). The first intersection point with SPM (to) and SPM (t;) affects one
of the shortest paths. For this shortest path, the last turning point is changed.
Therefore, the circle needs to be updated so that it passes through this point and
the last turning point of the other shortest path. After this update, we continue
with updated paths in a similar manner until we reach t;.

Ta can be computed in O(nlogn) time. SPM (ty) and SPM(t1) can be com-
puted in O(n) time. Computing the first intersection point of the current circle
with SPM (to) and SPM(t;) takes time proportional to the complexity of the
current cells in SPM (ty) and SPM (t1). This yields a total time of O(]c|) for all
circles. Computing the intersection points of each circle with ¢ can also be done
in O(|c|) total time as well. Therefore, the a-visibility regions in direction d for
all segments can be computed in O(nlogn) time using O(n) space. 0
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Theorem 7. We can preprocess S into a data structure of size O(n) in O(nlogn)
time, such that given two query segments s ¢ S,t € S, their weak a-visibility can
be tested in O(logn) time.

Proof. As before, we first fix a set D of O(1/«) directions with the property
that the angle between any two adjacent directions is at most «. If ¢ is weakly
a-visible from s, then there is a direction d in D, and a point ¢ on s from which
t is a-visible, and ¢ can see t in direction d inside its angle of view. It is easy to
see that ¢ is in the a-visibility region in direction d for ¢. So the problem reduces
to checking the intersection of s with each of the a-visibility regions computed
for ¢, with respect to all directions in D.

We compute the a-visibility regions in all directions d € D for all segments
t € S and preprocess each region for ray shooting queries. An a-visibility region
is a bounded, hole-free region and its boundary consists of straight line segments
and circular arcs. Therefore, it is a splinegon and we can use Theorem [ for ray
shooting queries. Given two query segments s ¢ S and ¢t € S, we first find ry
(the a-visibility region in direction d for t). We need to know if s has any point
in ;. Let sp and s; be the end-points of s. We first check whether sqg € 74, but
because the ray shooting algorithm [I7] has point location as a basis, we can use
it and determine if sg € ;. If this is the case, t is a-visible from sy and weakly
a-visible from s. If sg & r, shoot a ray in r; (the splinegon) to find the first
intersection point of the ray originating from sy in the direction towards s;. If
the intersection point is on s itself, then s intersects r; and therefore ¢ is weakly
a-visible from s, otherwise it is not.

Computing the a-visibility regions for S takes O(nlogn) time and O(n) space.
Preprocessing the a-visibility regions for ray shooting queries takes the same time
and space. Point location and ray shooting queries can be performed in O(logn)
time. This estalishes the bound claimed in the theorem. a

4.2 Complete a-Visibility

We want to build a data structure such that given two query segments s,t € S,
we can determine if ¢ is completely a-visible from s. A segment t is completely
a-visible from another segment s if and only if ¢ is a-visible from all points on s.
Note that the complete a-visibility graph is a subgraph of the weak a-visibility
graph, and hence its size is linear. We follow a scheme similar to that in Theorem
[6l Here, we need to ensure that the collection of all the points on s that can see
t, with respect to a-visibility, cover whole of s. For this, we employ shortest path
maps of end-points of ¢. The details are similar to that in Theorem [6l

Theorem 8. We can preprocess S into a data structure of size O(n) in O(nlogn)
time, such that we can answer complete a-visibility testing queries in O(1) time.
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