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ARTICLE INFO ABSTRACT

Ké’yWOFdS-" We consider an incremental optimal label placement in a closed-2PM map containing

lf/?mfiulgatl1°“al geometry points each attached with a label. Labels are assumed to be axis-parallel square-shaped
ap labeling

and have to be pairwise disjoint with maximum possible length each attached to its corre-
sponding point on one of its horizontal edges. Such a labeling is denoted as optimal label-
ing. Our goal is to efficiently generate a new optimal labeling for all points after each new
point being inserted in the map. Inserting each point may require several labels to flip or all
labels to shrink. We present an algorithm that generates each new optimal labeling in
O(lgn + k) time where k is the number of required label flips, if there is no need to shrink
the label lengths, or in O(n) time when we have to shrink the labels and flip some of them.
The algorithm uses O(n) space in both cases. This is a new result on this problem.

© 2008 Elsevier Ltd. All rights reserved.

Label updating

1. Introduction

Label placement is a well-known problem in the field of map generation, where, in its general form, is to attach some
textual or graphical information (referred to as labels) to certain features (like points or lines) of a given map. Examples
of a map are geographical maps, electrical circuit maps, power-line maps, and so on. Automated point-label placement
has received good attention, where features are points and labels are either squares or rectangles. In a valid labeling, labels
should be pairwise disjoint, and each label should be attached to its feature point [10]. Various models for labeling points
have been discussed, e.g. in terms of the label shape. There are algorithms for labeling points with squares [3,13], unit-height
rectangles [1,12], arbitrary rectangles [1], or circles [20,18,23].

Most versions of map labeling problem are NP-Hard and many researchers have provided approximation algorithms for
different variations of the problem. However, some polynomial time solvable versions of the map labeling problem have
been considered [17]. In the “Elastic labeling” model, each point receives a rectangular label where its area is fixed globally,
and the goal is to find the maximum value of area size [7], where all points can be labeled. In this problem, if all points are
positioned on the positive part of x and y axis and labels are placed in the first quarter of Euclidean 2D-space, then the opti-
mal labeling can be found in polynomial time using a dynamic programming algorithm [8,6].

Another interesting labeling model is the line labeling considered in [11,19], where rectilinear lines should receive rect-
angular labels parallel to their corresponding line. Using the fact that each line has only three label candidates in the pro-
posed model, the solution can be found with a reduction to 2SAT problem and can efficiently be solved in polynomial time.

In this paper, we consider labeling of a set of points in the closed-2PM model. In this model, labels are disjoint equal-length
axis-parallel squares each attached exclusively to its corresponding point on the middle of one of its horizontal edges (‘M’ in
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Fig. 1. (a) Initial given labeling and a newly inserted point (shown in red) and; (b) the updated labeling. (For interpretation of the references to color in this
figure legend, the reader is referred to the web version of this article.)

2PM stands for this). In a closed-2PM labeling, two labels with intersecting edges are not disjoint. A closed-2PM labeling with
the maximum label length is referred here as an optimal labeling. We will show that the time required to generate an optimal
labeling in closed-2PM model is Q(nlgn) in algebraic computational tree model.

In a similar model, called 4PM, each point is attached to the middle of either its horizontal or vertical edges of its label.
4PM labeling is NP-Hard and is first considered in [9,5] to model and solve a problem in meta-font. To convert 4PM problem
to a non NP-Hard problem, a labeling direction for each point, which is known in advance, is introduced [16]. Label direction
of each point restricts its label to be attached to it, via just either horizontal or vertical edges. This yield another polynomial
time solvable labeling called as r4PM (letter r stands for restricted). In r4PM, there are two label candidates per each point,
hence, n points can be labeled optimally, in r4PM model, in O(nlgn) time using a reduction to 2SAT problem (like the reduc-
tion given in [11]). In [14,16] we introduced the r4PM model and provided a new approach to the this relabeling problem:
How a labeling can be maintained when an obstacle appears in the map? We considered the case of a moving obstacle in a
labeled map where at each given time, an optimal obstacle-avoiding labeling is constructed. With an O(n?) preprocessing
time, we presented an algorithm that obtains such a labeling in O(Ign + k) response-time, where k is the number of changes
needed to avoid the obstacle. Later in [15,16],we considered the same problem in 2PM model and reduced the preprocessing
time from O(n?) to O(nlgn). The latter algorithm was much easier to implement and required simpler data structures than
the former one.

In this paper, we study the problem of incremental labeling, where the goal is to insert a series of points, one at a time, in
an initial optimal labeling, such that an optimal labeling is computed efficiently after each point insertion. A naive strategy to
achieve this goal is to generate a new optimal labeling from scratch after each new point insertion. This can be done by
deciding for existence of a fixed-length labeling for all the given points by a transformation to an instance of 2SAT problem.
Since there are at most O(n) possible values for the label lengths [22,4], an optimal labeling can be found with a binary search
in O(nlgn) time, noting that any instance of 2SAT problem can be solved in O(n) time [2]. So, insertion of n points in an
empty point set and generation of an optimal labeling after each insertion needs O(n? Ign) time with this strategy.

We present two incremental labeling algorithms, where, one of them is used inside another. Given a set of labeled points,
sometimes, it is possible to label a new point optimally by flipping current labels without shrinking other labels, and some-
times it is not. An example of the closed-2PM labeling problem is shown in Fig. 1 where a point is inserted into a given label-
ing. In the latter case, we proposed another incremental sweep line based algorithm to generate an optimal labeling for all
points including the new one.

Given a set of n points 2, we compute some data structures in O(nlgn) time to build an initial optimal labeling in O(n)
time with a sweep line algorithm. For each new point, we update our data structures and then decide if an optimal labeling of
the same length, including the new point, exists. This decision (in Section 2.2), in addition to generating an optimal labeling,
takes O(Ign + k) time where k is the number of changes that should be applied to previously optimal labeling. Otherwise, we
use our updated data structures to generate a new optimal labeling in O(n) time again with the sweep line algorithm, intro-
duced in Section 2.3. By this approach, inserting n points to an empty point set and generating an optimal labeling after each
point insertion, requires O(n?) time in the worst case.

2. Closed-2PM label placement problem
Given a set of n points 2 = {p,,p,,...,P,}, we define a valid labeling of 2 as a placement of equal-length axis-parallel

square-shaped labels ¥ = {¢1,¢,,...,4,} such that ¢ is attached to p; on the middle of its horizontal edges and with no pairs
of intersecting labels.! The length of %, denoted by (%), is the (same) length for all labels in .. A valid labeling with the max-

1 Recall that in closed-2PM model, two labels with touching edges are assumed intersecting.
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Fig. 2. A given labeled map and the conflict graph: # edges (dashed), directed edges (solid).

imum value of ¢(%) is referred to as an optimal labeling. Given 2, the problem of finding an optimal labeling is referred to as
the closed-2PM label placement problem.

Lemma 1. The time needed to decide for existence of a labeling of a given length in Closed-2PM (and also 2PM) model for 2 is
Q(nlgn).

Proof. Proof is by a reduction from the e-closeness problem, which is known to be to Q(nlgn) [21], to the point labeling
in Closed-2PM model as follows. Given a real number € and n real numbers ¢;,¢,,...,¢,, two numbers ¢; and ¢;
satisfying | ¢; — ¢; |< € exist if and only if no valid labeling of length € for a set of n points 2 = {(¢;,0) | 1 <i<n}
exists. O

2.1. Preliminaries and data structures

We define 7} () (resp. t}(p)) as the label of length 7 attached to p; on the middle of its top (resp. bottom) edge. Besides, 7!
(resp. t}) is an abbreviation of t}(o(%)) (resp. T} (a(Z))).

Assuming x; and y; are the coordinates of p;, we define the distance of two points p; and p; as A(p;,p;) =
max(|x; — x|, y; — y;1), which is the L., norm. Moreover, #(p;) is denoted as the minimum distance between p; and all points
below p;. If there is no point below p; then #(p;) is 4+co. More formally, #(p;) = min({A(p;, pj)|y; = ¥;} U {-+0oc}). Obviously, the
value of #(p;) is also the maximum length of ¢ when 7/ labels p,. It is easy to verify that, if a valid labeling of length #(p;) for
all points below p; exists, then ¢ may intersect at most four other labels, where their corresponding points are not farther
than 2#(p;) from p;.

We introduce a weighted and directed adjacency graph % to look for possible label intersections when assigning a label to
a given point. Precisely, ¥ = (77, &), where v; € ¥~ corresponds to p; € 2 (1 < i < n) and a directed edge (v;,v;) € & exists if we
have, (a) p; lies above p; (i.e., y; > y;), and (b) A(p;, p;) < 2n(p;). Given a labeling for all points below p;, 7} (or equally t}) may
intersect at most four other labels, so we only store four edges starting at v; in & that corresponds to four nearest neighbors of
p;- Since each vertex of ¥ has no more than 4 outgoing edges, there are O(n) vertices. Moreover, there are O(n) edges in ¢ that
can be constructed in O(nlgn) time [16].

Our algorithm assigns labels to all points, one at a time, and generates an optimal labeling after each label assignment.
Label candidates of each new point, may intersect previous labels. To make room for the new label, we can flip a series of
labels, shrink all labels to a smaller length or both. Maintaining the 2PM property, all points must remain at the middle
of one of horizontal edges of their labels after doing each shrink or flip operation. A flipped version of ¢; is denoted by
f() and ¢; resized to length o is denoted by r(4;, o).

We present another special weighed and directed graph called conflict graph to represent all possible flip and
resize operations of a given labeling [14-16]. For clarity, we define the conflict graph precisely and briefly in the
following.

For a given %, the conflict graph # = (2,7 U %) is a weighted and directed graph. There is a directed edge (p;,p;) € 7 if
f (&) intersects 4. Moreover, (p;, p;) € 4 if f(¢;) also intersects f(4) and (p;, p;) € 7 if f(¢) is disjoint from f(¢;). A directed path
of edges in # represents a series of label flips and an edge in % represents when no more flipping is reasonable. Since all
edges in # are reflective (i.e., if (p;, p;) € 4 then (p;,p;) € %), we show and treat edges in # as undirected edges. An example
of a conflict graph is shown in Fig. 2.

The weight of (p;,p;) € # U %, which is the optimal label length resolving the intersection of f(¢4) and ¢; is denoted by
We(p;, p;) without any further label flips. If no flipping is allowed, the intersection of f(¢;) and ¢ can be resolved by
shrinking both labels to a suitable length. ¢(p;,p;) is the maximum value of p where r(f(4),p) does not intersect
r(eh p)

The vertex weight of p; in »#, denoted by w,(p;), is the length of an optimal labeling, if ¢ is forced to flip. To define w, (p;)
precisely, we consider these three cases:
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(1) If p; has no outgoing edge, then w,(p;) is (%) since f(¢;) has no intersection with other labels.

(2) If p; has no outgoing edge in #, then flipping ¢; causes no more label flips. Hence w,(p;) is the minimum edge weight
among all edges in # attached to p;.

(3) Otherwise, we need to consider any label intersection corresponding to an outgoing edges of p;. We define a function
h(p;, p;), where ¢ intersects with f(¢;), representing the optimal label length resolving the intersection of f(¢;) and ¢;. If
(pi,p;) € %, h(p;, p;) is We(p;, p;) which is the maximum shrink length to make f(¢;) and ¢; disjoint. But if (p;, p;) € 7, we
can either shrink all labels to we(p;, p;) or flip ¢; and generate a labeling of length w, (p;). Hence, h(p;, p;) for 7 edges is
max(We(p;, p;), Wy(p;))- Finally, wy(p;) is the minimum value of h function over all outgoing edges of p;.

Obviously, a simple bottom-up algorithm can calculate all weight values of all vertices of .# in linear time.
2.2. Properties of 2PM label placement

Let # be an optimal labeling of 2 with length y = (%) and p, ; = (Xn+1,¥,,1) be an unlabeled point that lies above all
points in 2. Also, let #* be an optimal labeling of #* = 2 U {p,..,} with length y*. The following lemmas, which are con-
cluded directly from the vertex weight definition of .#, form the main ideas of our algorithm.

Lemma 2. There exists an optimal labeling for #* in which Tfm (y*) is attached to p, 4.

Proof. The proof is by contradiction. Assume that there is no optimal labeling where ¢,,, placed on top of p,,;. Let #* be an
optimal labeling of P* and flip ¢,.;. Since p,,, is the topmost point in #* and ¢,,, has no intersection with labels in #* then
f(¢n+1) cannot have intersection with labels ¢; ... ¢,. So, there is a valid labeling where ¢,,; is on top of p,.;. O

Lemma 3. If all labels intersecting T .1(y) have vertices of weight greater than or equal to 7, then there exists an optimal labeling

of length y where T, (y) is attached to p,.,.

Proof. The proof is by construction. By definition, vertex weight is the optimal label length when the corresponding label
flips. So, if all intersecting labels with ., ,(y) are flipped, a labeling of length y is generated with no intersecting label with
7,,1(y). Hence p,.; can be labeled with 7, () and an optimal labeling of length y is available. O

n+1

Obviously, if 7, (y) intersects ¢ where w,(p;) < 7, then y* < 7. To resolve this intersection, we can either shrink all labels
to a length A(p,.,,p;) or flip 4 to generate a labeling of length w,(p;). So, the length of the resulting is h'(p,.;,p;) =

max(A(p,..1, pi), Wi (py)). Therefore,

Lemma 4. If Tim (y) intersects a label with vertex of weight less than y, then y* is the minimum value of i’ function over all such

intersecting labels.

The above lemmas give a bottom-edge labeling scheme for labeling a set of points from bottom to top. Lemmas 2 and 3 give
the clue to attach each new label on its bottom edge to its corresponding points and, Lemma 4 reveals the required condi-
tions for flipping down a series of labels. The key property of the above scheme is that no label will be flipped twice, since by
flipping up a label (i.e., the second flip of a label), a series of label flips is generated that may introduce some intersections
with other labels, that can only be resolved with further label shrinks. So:

Lemma 5. In the bottom-edge labeling scheme, no label flips more than once.

Doing a series of label flips to make room for the label of the newly inserted point, invalidates some previously calculated
vertex weights in the conflict graph. Lemmas 6 and 7 show that these invalidated vertex weights are not required to be re-
calculated.

Lemma 6. In the bottom-edge labeling scheme, the vertex weights of flipped labels are not required to be updated.

Proof. According to Lemma 5, a flipped label will not be flipped any further. Hence, its vertex weight will never be used dur-
ing the calculation of b’ function in Lemma 4. O

Lemma 7. Given an optimal labeling &, if there is a directed downward path from p; to p; with & edges, then after flipping ¢,
w, (p;) requires no update.

Proof. Considering ., if flipping ¢; does not force ¢; to be flipped to generate an optimal labeling, then flipping ¢; has no effect
on wy(p;). Otherwise, consider a path 7 of edges in .# from p; to p;. The last edge of =, say (py,p;), will be removed from &
after flipping ¢. Hence, the value of w,(p,) may increase since a constraint in calculation of w,(p,) is removed. The vertex
weights of all vertices on 7 from p, to p; may also increase, if w,(p,) is increased. Denote the new weight of w,(p;) by
w,(p;)- If wy(p;) = w,,(p;) then the flipping of 4 has no effect on w,(p;). Otherwise, it is easy to see that wy(p;) = wy(p;). So,
we already have an optimal labeling of length at most w,(p;) after flipping ¢. This way, updating w,(p;) to a value greater
than the current label length is not necessary. O
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2.3. The closed-2PM label placement algorithm

The basic idea of the bottom-edge labeling scheme is to stop a horizontal sweep line at y-coordinate of each point in the
ascending order and label that point with the current optimal label length (Lemmas 2 and 3). This may cause other inter-
secting labels to flip down which may occur at most once per label (Lemma 5), or all labels to shrink (Lemma 4) without
the need to have other vertex weights updated (Lemmas 6 and 7).

The inputs to the closed-2PM label placement algorithm are a sequence of n points sorted according to their y-coordinates
in ascending order, and the adjacency graph ¢ of 2. Without loss of generality, we assume y; <y, < --- < ¥,. Initially, an
optimal labeling of the first three points (i.e., p;, p, and p;) is calculated. Assuming that #; | = {¢1,4a,...,¢;i_1} is an optimal
labeling for #; 1 = {p;,p,,...,Pi_1}, @ sweep line stops at each y; (i > 3), and generates an optimal labeling .#; for #; as
follows:

(1) Let 3 = min{{y, ,} U{h'(P,p)) | T (1) N # 0}} (Lemma 2 and 4).
(2) If y; = y,_, then p; can be labeled by 7}(y, ;) (Lemma 3).

(3) Else generate a labeling of length y; [16].

(4) Add p; to #;_1 and build #;.

In the first step, building the set of labels intersecting 7} (y;_,) can be done in O(1) time by visiting the edges in ¢ attached
to v;. Other steps are done in O(1) amortized time since no label flips more than once (Lemma 5). Hence, the algorithm needs
O(n) time to generate an optimal labeling. Fig. 3 shows the algorithm in action.

The following theorem states the main result of this section.

Theorem 8. For a given sequence of points sorted by their y-coordinates and the adjacency graph % of 2, an optimal labeling %
can be found in O(n) time.

3. Incremental labeling

Given 2, we build the adjacency graph ¢ of 2 in O(nlgn) and build an optimal labeling of # in O(n) with the closed-2PM
label placement algorithm.

Suppose a new point p,; is inserted in P. This point should be optimally labeled and the previously optimal labeling %
should also be updated to .#*. It is easy to see that a new vertex can be inserted in both ¥ and # graphs and updated graphs
can be constructed in O(lgn) time after each insertion.

We now show that in O(lgn + k) time we can verify the existence of a series of k label flips that makes room for the new
label of the same length. This can be done by checking each label candidate (i.e., 7} , and 7} ,) of p,.;. To check a candidate,

n+1 n+1
say 1}, we should find and flip all labels intersecting with 7, ,. These label flips I;my causg intersections with other labels
and force them to flip and this may cause domino effect. If all these flips are possible, then we have found a series of label
flips that makes room for 7/, ,. This can be done in time proportional to the number of flipped labels. The same procedure can
be used to check T, ;.
Since there are two candidate labels for each new point, we need to check both of them that may need O(n) total time in
the worse case. So, we need to concurrently check both candidates with a BFS-like algorithm such that the number of pro-
cessed labels for each candidate differ in at most one (i.e., process one label from the BFS queue of each candidate, alterna-
tively). Hence, we can stop the checking procedure(s) when one of them finds a series of label flips. Therefore, we can
generate a labeling of the same length in time O(k), where k is the number of flipped labels.
If no such labeling exists, (i.e., 6(¢") < (%)), a new optimal labeling can be generated in O(n) time with the 2PM label

placement algorithm discussed above. Therefore:

i mmm%%g

Fig. 3. (a) Inital placement of the new label; and (b) labeling after resolving the intersection.
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Theorem 9. Given an optimal labeling in closed-2PM model and a new unlabeled point, the algorithm generates an optimal
labeling of the same length in O(lg n + k) time where k is the number of label flips, if such a labeling exists. Otherwise a new optimal
labeling can be found in O(n) time.

4. Conclusion

In this paper, we considered incremental optimal label placement in a closed-2PM model where labels are non-intersect-
ing axis-parallel square-shaped of maximum length each attached to its corresponding point on one of its horizontal edges.
We showed that finding the optimal label length in 2PM model is in Q(nlgn). Moreover, given an initial point set, we
presented an algorithm that efficiently generates a new optimal labeling for all points which is capable of optimally
label a series of new points, one at a time. Using O(n) space, our algorithm generates each new optimal labeling in
O(lgn + k) time where k is the number of required flips to the original labeling, if there is no need to shrink labels, or in
O(n) time otherwise.
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