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A Fast Soft Decision Algorithm for Cooperative
Spectrum Sensing
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Abstract—Hidden Primary User problem caused by fading
and shadowing severely affects the detection rate of the cog-
nitive radio systems with a single spectrum sensor. Cooperative
Spectrum Sensing has been introduced to tackle this problem by
using the spatial diversity of spectrum sensors. It is shown that
the use of soft decision algorithms in fusion center has a better
performance than hard decision algorithms. The problem of soft
decision based on sensor measurements perfectly matches the
Machine Learning paradigm. In this brief, a novel fast soft deci-
sion algorithm is proposed based on Machine Learning theory for
wideband Cooperative Spectrum Sensing, which finds a decision
boundary to classify the Power Spectral Density (PSD) measure-
ment vectors of sensors into the empty and occupied channel
classes. The statistical characteristics of sensors PSD samples
are employed to derive a fast solution, which outperforms the
SVM-linear algorithm. By solving an optimization problem a
Constant False Alarm Rate algorithm is introduced and then it
is improved to the Adaptive False Alarm Rate algorithm. The
proposed algorithm reduces the average training time to one
tenth of the SVM-linear training time, while the detection proba-
bility is the same. The hardware implementation of the proposed
algorithm is described in Verilog HDL and the corresponding
simulation results are presented.

Index Terms—Cognitive radio, cooperative spectrum sensing,
machine learning, support vector machine, wideband spectrum
sensing.

I. INTRODUCTION

THE EVER increasing demands for higher data rates in
wireless communication, while the available spectrum is

limited has motivated the use of Cognitive Radio (CR) for the
efficient spectrum management. Spectrum sensing is a crit-
ical part of CR systems. Nevertheless, the Hidden Primary
User (PU) problem can severely defect the detection rate of
the conventional spectrum sensing methods. To tackle this
problem, Cooperative Spectrum Sensing (CSS) is introduced,
which takes advantage of the spatial diversity of the available
spectrum sensors. In CSS, the Fusion Center (FC) determines
the channel state based on spectrum sensors reports.

There are two categories of decision making approaches
in CSS systems. In the hard decision approach, each sensor
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makes an initial decision about the channel state individu-
ally using a conventional spectrum sensing algorithm. Based
on these reported decisions, FC decides about the final chan-
nel state [1]. In the soft decision systems, all sensors report
the estimated energy of the received signal over the sensing
period to FC, without any decision. Simultaneous measure-
ments from the different sensors form vectors, which must be
classified into the empty or occupied channel classes by FC. It
is shown that soft decision has better performance compared to
hard decision [2]. Interpreting soft decision as a classification
problem is a significant motivation to use Machine Learning
(ML) algorithms [3]. The measurement vectors in FC can be
treated as Feature Vectors (FVs). Generally, ML consists of
two stages. First, in the training stage a decision boundary
is derived by applying ML algorithm to training data, i.e.,
FVs. Then, in the test stage, the decision boundary is used
to classify new FVs. By using ML the effective parameters
of sensing environment, are learned during the training pro-
cess. Thus, the system can adapt to the sensing environmental
change [4]. For example, a major challenge in spectrum sens-
ing is noise calibration, because any error in estimating noise
power can lead to SNR wall problem [5]. ML can resolve
such issues. Nevertheless, the training process is usually time-
consuming and needs to be repeated due to the environmental
changes, which causes long pauses in data transmission. In [6],
a Deep Convolutional Neural Network is applied to the CSS
system, but the problem of long training time is not solved.
Linear Support Vector Machine (SVM-Linear) is known to
have the best performance in terms of Receiver Operation
Characteristics (ROC) [3], but it is computationally expensive.

In this brief a novel cooperative wideband spectrum sens-
ing method is introduced based on the classification of Power
Spectral Density (PSD) vectors, which uses the statistical char-
acteristics of the Secondary User (SU) signals to reduce the
computational complexity. Consequently, the training time is
decreased up to one tenth of the SVM-based methods, and
the long pause during data transmission is avoided, while
accurate channel detection is achieved. Furthermore, a lower
computational complexity decreases the CR power consump-
tion. Furthermore, the Verilog HDL implementation of the
proposed algorithm is presented in this brief.

This brief is organized as follows. Section II describes
the system model, and the statistical analysis. Section III
introduces Constant False Alarm Rate (CFAR) and Adaptive
False Alarm Rate (AFAR) fast soft decision algorithms,
and compares their performance to SVM-linear algorithm
through various simulations. The hardware implementation of
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Fig. 1. System model for wideband cooperative spectrum sensing.

the proposed AFAR algorithm is explained in Section IV.
Section V concludes this brief.

II. COOPERATIVE SPECTRUM SENSING MODEL

A. System Model

Fig. 1 illustrates the wideband spectrum sensing problem,
where the allowed spectrum consists of nc non-overlapping
narrowband channels. Each channel has a bandwidth of wc, in
which at most one PU transmits signal. There are nrx spectrum
sensors, i.e., SU, which apply Fast Fourier Transform (FFT)
on the received signal to derive its PSD. The FFT frame length
the and number of averaging frames are denoted by L and M,
respectively. These PSD vectors are reported to the Fusion
Center (FC), where FVs are formed for each channel. Then,
an ML algorithm is applied to each channel to derive a deci-
sion rule to determine the channel state. Wideband sensing
is achieved by sensing the narrowband channels sequentially.
In other words, ML algorithm is applied to each channels to
derive the decision rules, which signifies the importance of the
fast training stage.

B. The Statistical Model

The discrete time domain samples xr[n] = sr[n] + vr[n] are
received at rth sensor, where sr[n] denotes the PU signal and
vr[n] represents the Additive White Gaussian Noise (AWGN)
with zero mean and variance σ 2

v,r. Using Parseval’s theorem
in frequency domain [7], the power of channel c at sensor r,
denoted by tr(c), is calculated as

tr(c) = 1

ML

M−1∑

m=0

kh
c∑

k=kl
c

|Xm
r [k]|2, (1)

where Xm
r [k] is kth bin from FFT of xr[n] in mth frame.

Moreover, kl
c and kh

c are the lower and higher bin numbers
of channel c, respectively. Using the central limit theorem [8],
the statistical model for tr is derived as

H0
r ∼ N (σ 2

vf ,r,
σ 4

vf ,r

MK
),

H1
r ∼ N (σ 2

vf ,r + σ 2
s,r,

(σ 2
vf ,r + σ 2

s,r)
2

MK
), (2)

where σ 2
vf ,r and σ 2

s,r denote the noise and signal power in chan-
nel c at rth sensor, respectively and K is the width of channel c.
The distribution of tr in the absence of PU signal, i.e., when
SU only receives noise, is represented by H0

r . Furthermore,
H1

r denotes the distribution of tr in the presence of PU signal.
The SNR in channel c at sensor r is given by

SNRr = σ 2
s,r

σ 2
vf ,r

. (3)

The fading effect is modeled as a random loss coefficient,
because it is not deterministic and varies for different sensors.
Thus, (2) is rewritten as

H0
r ∼ N (σ 2

vf ,r,
σ 4

vf ,r

MK
),

H1
r ∼ N (σ 2

vf ,r + lrσ
2
s,r,

(σ 2
vf ,r + lrσ 2

s,r)
2

MK
), (4)

where lr is the loss coefficient due to the fading effect in
channel c and sensor r, which has a uniform distribution over
[0, 1]. It varies over sensing time because of the environmental
changes. The reported FV for channel c is

t =
⎡

⎢⎣
t1
...

tnrx

⎤

⎥⎦. (5)

Since tr always follows the Gaussian distribution, t has a
Multivariate Gaussian distribution.

C. Decision Rule

The previous studies have shown that the SVM-linear algo-
rithm, referred to as SVM, has the best performance with
regard to ROC [3]. SVM proposes a hyperplane as the decision
boundary. So, the classification rule for t is written as

(t − p)Tu
?
> 0, (6)

where p is a point in the hyperplane decision boundary and u
is its normal vector [9]. Thus, the decision boundary is deter-
mined by finding p and u, denoted as bu,p. We propose a
method to find these values in a fast and simple way.

III. THE FAST SOFT DECISION ALGORITHM FOR CSS

SVM is a general solution for finding the decision boundary,
while FVs characteristics are partially known, but its com-
plexity is high. In this Section, first a Constant False Alarm
Rate (CFAR) algorithm is proposed. Then it is improved to an
Adaptive False Alarm Rate (AFAR) algorithm to achieve the
SVM detection rate with less computation and training time.

A. Constant False Alarm Rate Algorithm

According to (4), in the absence of PU, every element of
t follows H0

r . So, the distribution of t is normal, or t0 ∼
N (µ0, �0), where µ0 is

µ0 =
⎡

⎢⎣

σ 2
vf ,1
...

σ 2
vf ,nrx

⎤

⎥⎦. (7)
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The received noise signals in different sensors are uncorre-
lated, so �0 is a diagonal matrix with the following diagonal
elements

[
σ 4

vf ,1

MK
, . . . ,

σ 4
vf ,nrx

MK
]. (8)

As noise variance is identical for all sensors, t0 has Symmetric
Multivariate Gaussian distribution. The variance and mean of
each element of t0 is denoted by σ0 and μ0, respectively. For
an arbitrary boundary of bu,p, the false alarm probability, Pfa,
is derived using the tail distribution of t0,

Pfa(bu,p) = 1 − Ft0(bu,p), (9)

where Ft0 is the cumulative distribution function (CDF) of t0.
As t0 is symmetric, the CDF value only depends on the hyper-
plane distance from µ0. Fig. 2 depicts the probability density
function (PDF) for t0 in 2D space, which is constant over
the dotted circle. Because of symmetry, CDF values for any
line such as l1, l2 or l3 are the same. In general, by using a
boundary such as l1, Pfa is derived

Pfa(bu,p) = 1 −
+∞∫

−∞
. . .

+∞∫

−∞

+∞∫

t1<μ0+c

nrx∏

i=1

f (ti) dt1 . . . dtnrx , (10)

where f (ti) is the PDF of ti and ti’s are independent. One can
further simplify (10) to

Pfa(bu,p) = 1 − Ft1(μ0 + c). (11)

Let p be the nearest point of the hyperplane to µ0. If c in (11)
is replaced by ρσ0, then

p = µ0 + ρσ0û, (12)

where û = u
‖u‖ for any desired u [10]. Thus,

Pfa(bu,p) = 1

2

[
1 − erf (ρ/

√
2)

]
. (13)

By choosing a proper value for ρ, Pfa can be fixed at a desired
constant value. It is worth noting that (13) is independent
of nrx. The next step is to find the proper u, which maxi-
mizes the detection probability, Pd. First, we investigate the
system with zero fading condition. In the presence of PU, the
distribution of t is normal or t1 ∼ N (µ1, �1), where µ1 is

µ1 =
⎡

⎢⎣

σ 2
vf ,1 + σ 2

s,1
...

σ 2
vf ,nrx

+ σ 2
s,nrx

⎤

⎥⎦. (14)

The detection probability, Pd, is given by

Pd(bu,p) = 1 − Ft1(bu,p), (15)

where Ft1 is the CDF of t1. In this case, all received signals
by sensors are correlated due to the presence of the PU signal.
However, since SNR is usually low, t1 is assumed to follow
the Symmetric Multivariate Gaussian Distribution. Similar to
Pfa, the distance of µ1 from the hyperplane determines the
Pd value. Assuming Pfa is fixed by choosing a proper ρ, we

Fig. 2. Demonstration of a 2D Symmetric Multivariate Gaussian Distribution.

Fig. 3. CFAR algorithm results for Pfa = 5% for a 10-sensor CSS system.

want to find u, which maximizes Pd. Thus, an optimization
problem is stated as

argmax
u

d = Min(‖µ1 − x‖),
subject to (x − p)Tu = 0, (16)

where u = µ1 − µ0 is the solution. Although this solution is
derived for zero fading probability, it can be applied to the
deep fading cases.

CFAR algorithm is simulated for various SNR and
fading conditions, which are called simulation scenarios. The
obtained values for Pd and Pfa are sorted with respect to SVM
Pd and plotted.

First, CFAR algorithm is simulated for Pfa = 5%. Fig. 3
shows that Pfa of CFAR is properly fixed at 5%. As illustrated
in Fig. 3 inset, when Pfa of CFAR is lower than Pfa of SVM,
the corresponding Pd is severely decreased.

B. Adaptive False Alarm Rate Algorithm

Fig. 4 shows CFAR results for Pfa = 25%. Compared
to Fig. 3, for Pfa = 25%, CFAR algorithm shows a better
performance in following SVM results. Thus, if Pfa is var-
ied adaptively, a better performance in following SVM results
will be achieved. For high values of Pfa, the proposed algo-
rithm must set its false alarm rate to a large value. On the
other hand, as Pfa reduces, the proposed algorithm must avoid
unnecessary large Pfa values and reduce its threshold. This
explains the core idea of AFAR algorithm. Simulation results

Authorized licensed use limited to: University of Edinburgh. Downloaded on March 16,2021 at 11:34:40 UTC from IEEE Xplore.  Restrictions apply. 



244 IEEE TRANSACTIONS ON CIRCUITS AND SYSTEMS—II: EXPRESS BRIEFS, VOL. 68, NO. 1, JANUARY 2021

Fig. 4. CFAR method result for Pfa = 25% for the 10-sensor system.

TABLE I
‖u‖, Pfa AND ρ VALUES FOR M = 20, L = 2048

Fig. 5. SVM and AFAR ROC for 10, 25 and 50 sensors with SNR = −15 dB.

TABLE II
COMPARISON OF AFAR AND SVM TEST AND TRAINING TIMES IN MS

show that as empty and occupied channel clusters get close
to each other, Pfa increases. The distance between the cluster
means (‖u‖) can be used to measure the interference between
clusters. By excessive simulation of SVM in different scenar-
ios a table of corresponding values of ‖u‖ and Pfa is formed
(Table I), which is independent of nrx, noise or signal power
and only depends on M and L. Also, Pfa of algorithm is set
by ρ.

Fig. 5 depicts ROC of SVM and AFAR algorithm for
SNRr = −15dB for different number of sensors. AFAR
successfully follows ROC of SVM, while it is much faster.

Fig. 6. Hardware structure diagram.

Table II compares the execution time of AFAR and SVM algo-
rithms on a Windows 8, Corei7, 8G RAM device, in terms of
training and test times. It is seen that the proposed AFAR
algorithm has a constant test time and the training time is one
order of magnitude shorter than that of the SVM.

IV. HARDWARE IMPLEMENTATION AND RESULTS

A. Hardware Overview

Fig. 6 shows an overview of the hardware structure and
computation blocks. To distinguish the occupied channel and
empty channel classes in the training stage, a label signal is
used, where 0 indicates the empty channel and 1 indicates
the occupied channel. The hardware consists of computation
blocks to perform the operations noted in Section III. Finally,
the Decision Making Unit indicates the channel state. To con-
trol the sequence of computation, a controller unit is designed.
Using the fixed-point simulation and error analysis, the input
data is a 10-bit length signal. The number of training samples
is a power of 2, where the excessive simulation shows 210 is
sufficient.

B. Mean and Variance Calculation Unit

As described in Section III, the mean and the standard devi-
ation values of the occupied and empty channel clusters are
required. The mean values are calculated by dividing the sum
of each class samples to the total number. The sum is calcu-
lated by an accumulated shift register. Since the total number
of samples is 1024, the division is done by ignoring the 10
least significant bits (LSB) of the accumulation result. The
variance is calculated as

σ 2
0 = (

1

n

n∑

i=1

x2
i ) − x̄2. (17)

To find the standard deviation (σ0), the square root of the
variance (σ 2

0 ) is calculated using a look-up table. The sorted
values of σ 2

0 and the corresponding σ are stored in the same
addresses of memory A and memory B, respectively. The root
value address (in memory B) is determined by comparing the
input value with the square values sequentially (in memory A).
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TABLE III
COMPARISON OF AFAR AND SVM HARDWARE COMPLEXITY

Fig. 7. ROC of AFAR and SVM for 25-sensor system with SNRr = −15dB.

The input samples range and SNR values indicate square and
root values range.

C. Normal Vector Calculation Unit

To calculate ||u||, its squared value is fed to Square Root
Calculation Unit. Then û is calculated by using the sequential
subtraction as division. To perform division operation, each
u member is concatenated with 10 zero bits as LSBs, so all
precision bits are considered in the subtraction result.

D. Other Units

To calculate the coefficient ρ, ||u|| values are compared with
the maximum limits of the predefined ranges, and the result is
mapped to the corresponding ρ value memory address using a
priority encoder. The parameter p is the weighted sum of µ0
and û. The weighted summation is calculated sequentially for
each dimension using a shift register.

According to (6), the channel state is determined by sign
of the inner product of u and the difference between the
input sample and p, which is performed sequentially using an
accumulator. Because the sign is important, signals are sign
extended to 11 bits. After nrx clock, the accumulator sign bit
represents the channel state. Moreover, the Controller Unit
is implemented using a Finite State Machine (FSM), whose
states correspond to the activation sequence of the functional
units. The done signals are the inputs and enable signals are
the outputs of this FSM.

E. Simulation Results

The hardware is described by Verilog HDL. AFAR algo-
rithm hardware description code is synthesized on Cyclone
IV FPGA using Quartus Prime. Table III compares the clock
frequency, hardware complexity and the training stage clock
cycles of AFAR and SVM hardware implementation of [11].

The detection performance of AFAR algorithm hardware
is simulated for a 25-sensor system. Fig. 7 shows that for

Fig. 8. SVM and AFAR Pd for 25-sensor system.

SNRr = −15 dB, ROC of AFAR follows SVM closely. Fig. 8
depicts the detection probability Pd of AFAR and SVM for
this system for different SNR values.

V. CONCLUSION

In this brief a fast soft decision algorithm for CSS systems
using ML theory was proposed, which outperforms SVM-
Linear by decreasing the training and test time to one tenth.
First, we redefine the problem of finding decision boundary
as finding a point (p) of the hyperplane and its normal vec-
tor (u). Based on the statistical analysis of FVs in different
channel states in CFAR algorithm (p) is chosen so that false
alarm rate is fixed in a desired constant value and (u) is chosen
so that the detection probability is maximized for given false
alarm rate. In AFAR algorithm by using cluster means distance
(‖u‖) as an indicator of data separability, the false alarm rate
is changed adaptively to follow SVM-linear detection rates.
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