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Abstract—The purpose of this paper is to present a robust and
fast beamforming algorithm for the low-cost mobile phased array
antennas. The proposed beamforming algorithm uses a sequen-
tially perturbation gradient estimation method to update the con-
trol voltages of the phase shifters, with the objective of maximizing
the received power by the array. This algorithm does not require ei-
ther the knowledge of phase shifter characteristics or signal Direc-
tion-of-Arrival. Moreover, in this paper, the algorithm parameters
are derived for the stationary and mobile platform configurations.
For the stationary array, it is shown how the proper selection of
the beamforming parameters limits the noise effects and increases
the array output power. For the mobile array, a condition for the
fast convergence is derived and the advantage of using nonuni-
form step size to update the control voltages is illustrated. When
phase shifters suffer from the imbalanced insertion loss the pro-
posed beamforming technique perturbs the phase-conjugate con-
dition to increase the total received power. This algorithm has been
implemented with the low-cost microwave components and applied
to a Ku-band phased array antenna with 34 sub-arrays. The ex-
perimental results verify the broadband performance, and the fast
convergence of the algorithm for different platform maneuvers.

Index Terms—Adaptive array, beamforming, mobile phased
array antenna, satellite communications, smart antenna.

I. INTRODUCTION

P HASED array antennas have been widely used for satel-
lite communications [1]–[10]. Design and beamforming

of the phased arrays with mobile platforms such as airborne [2],
shipboard [4], [5] or vehicular platforms [7]–[9] are more deli-
cate and challenging compared to the stationary arrays.

When sufficient information of the source (target) and array
is available, there are optimum methods to find the array
(phase-shifter) weights which minimize the least mean square
error [12]. Such methods are based on inverting the correla-
tion matrix of the received array signals. To find this matrix
one must have access to all received signals (in base-band);
hence, for each element an individual receiver chain (mixer,
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IF, decoder,analog to digital converter (ADC), etc.) is required
[13]. Furthermore, a reference signal is needed to estimate the
error. If the received array signal and noise are jointly ergodic
processes, the array correlation matrix is estimated based on
calculating the time average of the received signals, which is
a time consuming process. Thus, adaptive methods have been
used for beamforming to save time [14], [15]. The drawbacks of
the optimum and adaptive beamforming algorithms developed
so far, can be summarized as:

1) Measuring array correlation matrix is costly requiring
N-channel receivers. Estimating this matrix is time con-
suming and imprecise.

2) If signal Direction of Arrival (DOA) is not known or
accurately estimated, calibration errors degrade the beam-
forming performance seriously [16]. DOA estimation
methods such as MUSIC and ESPRIT are complex,
lengthy, and sensitive to modeling errors [17].

3) The phase-voltage characteristics of the phase shifters are
not accurately predictable and controllable. They are de-
vice-dependent and may change with the environmental
conditions [9].

4) Platform motions affect the estimated correlation matrix
significantly. Even a small relative displacement of the
source during the time required for correlation estimation
causes a significant error and gain drop [18].

When a combined signal from all antennas is the only avail-
able information (single-receiver array antenna), beamforming
problem becomes more complicated. Most of the beamforming
methods minimize the mean received power while maintaining
a fixed beam in a desired direction. Such methods place nulls
in antenna patterns in the interference directions [19]–[22], but
beamforming for mobile satellite communications, is not an in-
terference-limited problem. In this case beam-agility, fast con-
vergence, robustness, and low-cost implementation are the high
priority tasks that must be accomplished by the algorithm.

The main purpose of this paper is to present a robust and fast
beamforming algorithm for low-cost mobile phased arrays. The
proposed algorithm does not depend on the knowledge of signal
DOA. Moreover, it adjusts the control voltages of the phase
shifters directly, despite other methods that update the phases.
The only available input is a feedback from the array output
power. It is shown, both theoretically and experimentally, that
the proposed algorithm can compensate for the hardware er-
rors and imperfections of the low-cost components used in the
system.

The organization of the paper is as follows. Section II presents
the formulation of the proposed algorithm. In Sections III and
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Fig. 1. Block-diagram of a single-channel receiver phased array antenna.

IV the effects of noise and mobility on determining the algo-
rithm parameters are discussed. Section V illustrates an im-
portant property of this algorithm named non-coherent beam-
forming. Section VI presents the experimental results, and fi-
nally, Section VII concludes this paper.

II. ZERO-KNOWLEDGE BEAMFORMING

High-gain antennas used for satellite communications posses
narrow beams and low sidelobe levels. Thus, unlike the broad-
beam antennas used in cellular networks, the sharp spatial fil-
tering of the satellite receiver antenna attenuates the undesired
out-of-beam signals significantly. Hence, beamforming for a
satellite receiver array is not an interference or multipath-lim-
ited problem. Instead, the objective is to maximize the received
power or signal to noise ratio.

We define Zero-knowledge beamforming as a constrained
nonlinear optimization problem whose objective is to maximize
the received power, without knowing the signal DOA. Usually,
knowledge of DOA helps calculating proper initial condi-
tions for beamforming, while Zero-knowledge beamforming
does not depend on a specific initial condition. Despite some
similarities in the form and formulation, this method is intrin-
sically different from the unconstrained LMS-based algorithms
[14]. Unlike those algorithms, here the signal DOA and the
phase-voltage characteristics of the phase shifters are unknown,
and the algorithm directly adjusts the control voltages of the
phase shifters to increase the received power. Fig. 1 shows the
block diagram of a single receiver phased array antenna with
radiating elements. After being amplified by Low Noise Am-
plifiers (LNAs) the received signals, ,
pass through the lossy phase shifters whose control voltages,

, are adjusted by the beamforming
unit. All phase-shifted signals are combined by a power com-
biner, denoted by , and down-converted to an Intermediate

Frequency (IF) by a mixer. The IF signal is amplified and
filtered. A fraction of the IF signal enters a detector which
measures the instantaneous received power to provide the only
available input for beamforming unit.

A. Formulation of the Optimization Problem

The received power by the phased array is given by

(1)

where denotes the phase shifter
weights, is the Hermitian operator and is the correlation
(covariance) matrix of the received signals. For the interfer-
ence-free problems the signal to noise ratio is given by

(2)

where is the correlation matrix of the
source signal vector . To find the optimum array weights,
which maximize in (2), the correlation matrix, must be
calculated or estimated in advance. For constrained LMS algo-
rithms, the steering vector, , must be known as well. Steering
vector gives the array weights required to point the beam to the
source direction. So to calculate the signal DOA and phase
shifter characteristics must be known accurately. In this case the
well-known sample matrix inversion method (SMI) gives the
following optimal weights:

(3)

The received SNR for a uniform linear array is then

(4)

The unconstrained solution which maximizes (4), known as
phase-conjugate relation, is

(5)

where is a constant.

B. Voltage-Controlled Beamforming

In practice, both phase and amplitude of the phase shifters
vary with the control voltages [23]. Thus, each array weight
can be denoted by a complex number

(6)

whose amplitude and phase depend on the control
voltage. Both and functions do not have exact mathemat-
ical expressions and are found via measurements. Fig. 2 shows
the general behavior of the low-cost analog phase shifters [23].
The phase function, , shown in Fig. 2(a) has a monotonic
behavior and can be approximated by a line. However, the
amplitude function shows nonlinear behavior and must be
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Fig. 2. Measured characteristics of analog phase-shifters [23], at � �

����� ���. The dashed lines show the fitted polynomials. (a) Phase-shift
versus voltage, (b) insertion loss versus voltage.

approximated by a high order polynomial . For voltage
controlled phase shifters the signal to noise ratio in (4) is given
by

(7)

which is in general a nonlinear function of the control voltages.
So the beamforming problem when practical phase shifters are
used can be stated as a nonlinear maximization problem

(8)

Solving this nonlinear problem with ordinary optimization
methods is not practical in real-time. Thus, in the following, we
propose an iterative approach to find the control voltages which
maximize the received power.

C. Beamforming Algorithm

As long as the phase-voltage relation of the phase shifter is
monotonic and can be modeled by a linear function, the received
power can be well approximated by a quadratic function around
the quiescent point [19]. It is well known that the optimum so-
lution for maximizing (or minimizing) a quadratic function can
be found via an iterative process. So, we propose an iterative
gradient estimation method to update the control voltages.

1) Update Equation: Let
denote the control

voltages of phase shifters at time . The new set of the
control voltages is given by

(9)

where is an internal algorithm parameter called step-size, and
is the gradient of power with respect to . Since the

exact calculation of the gradient is not practical, it is replaced by
an estimated vector, such as

(10)

where each component is the approximate partial deriva-
tive of w.r.t. .

2) Gradient Approximation Methods: Sequential two-sided
approximation method requires two different power measure-
ments to determine the centered finite-difference approximation
of each gradient component, thus

(11)
where called perturbation is an internal algorithm param-
eter. This method has less power fluctuations at steady state
compared to other gradient estimation methods [9]. The cri-
teria for selecting the algorithm parameters will be discussed
in Sections III and IV.

III. CONTROLLING THE NOISE EFFECT ON GRADIENT

ESTIMATION

Due to noise, multipath, interference from other active
sources, and mobility of the platform the received power has a
spread spectrum, and accordingly fluctuations in time domain.
Consider a zero mean Gaussian noise, , called the mea-
surement noise, with variance , added to the received power.
The noisy estimate of the gradient in (11) is then

(12)

where and are two samples of . Additionally,
called the gradient estimation noise is a zero mean

Gaussian noise with the variance of . Equation (11)
proposes that by reducing perturbation, the accuracy of gra-
dient estimation increases. However, for small values of ,
i.e., , the gradient estimation noise dominates the
measurement noise . Thus, small
values of must be avoided. Nonetheless, further increase of
deteriorates the gradient approximation in (11). If we replace

in (10) with given in (12), the updated voltage becomes
noisy. The noisy updated voltage, , is thus

(13)

In (13), and differ in a noise term denoted
by equal to . Added to the phase shifter control
voltage, this noise affects the received power level. Hence, the
noisy estimated gradient in (12) must be modified to
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where and are two samples of . Writing the Taylor
series expansion for the received power, we have

Thus, the noisy estimated gradient is evaluated as

It is a reasonable assumption that the second derivative dimin-
ishes as the algorithm reaches its steady state, so the second and
higher order terms in the previous equation can be ignored. The
noisy estimated gradient is thus

(14)

where denotes a zero mean Gaussian noise with the variance
of . For a fixed ratio, decreasing diminishes the
effect of the voltage updating noise. Simulation results showing
the effects of different values of and on the convergence and
steady state behavior of the received power are given in [24] and
[25].

IV. BEAMFORMING IN MOTION

The received power by a linear N-element array, when the
source is located at relative to array normal, is given by

(15)

where and denote the position and the applied phase shift
to the th element, respectively. For a stationary array,

, the beamforming algorithm adjusts all coefficients to
maximize . It may take a few iterations to reach the steady
states, when converges to the proximity of and the
phase-shift variations become zero, i.e.,

(16)

Zero-knowledge algorithm calculates weights based on
the power measurements at the previous time instant . Thus,
for a mobile array, where is varying, the algorithm always
lags the target movements. Consequently, the phase differences
differ from zero. This causes a power level drop. A fast beam-
forming algorithm minimizes this level drop. The convergence
time or the execution time of the algorithm, must be ade-
quately short to track the fast target movements without a sig-
nificant power drop. In this case can be approximated by a
linear function of the angular velocity at

(17)

If rate sensors with high sampling rates were available, one
could estimate the target location at the next iteration and ad-
just the weights accordingly, but there are two major problems
compelling us to look for a fast beamforming technique.

1) The convergence/execution time of the algorithm is several
times faster then the sampling interval of the low-cost rate
sensors, thus delay in beamforming causes a large power
drop leading to missing of the target.

2) Zero-knowledge beamforming is a feedback aided method
which assumes no a priori knowledge of the phase shifters,
so the phases cannot be adjusted in advance to steer the
beam to the predicted position.

A. Fast Beamforming Condition

To figure out how beamforming parameters must be chosen
for fast convergence, consider a uniform N-element linear
phased array. The necessary condition for fast convergence in
a mobile scenario is given by

(18)

This condition implies that the array weights applied at itera-
tion must equalize the received signal phases at iteration

. If (18) is not satisfied the phase differences accumulate, and
consequently the total received power decreases due to the de-
structive interference. Assume array wights are directly updated
based on gradient estimation

(19)

Two power measurements are required to estimate the th com-
ponent of the gradient vector, . In Appendix, it is shown
that for a linear array can be expressed as

(20)

(21)

B. Nonuniform Step-Size

To satisfy the fast convergence condition for a linear array
given in (18), the beamforming algorithm at time must
compensate for the angular motions between and , so

(22)

The left-side of (22) is the difference in the applied phase-shifts
at and . From (19) it is concluded that

(23)

Equating the right-sides of (22) and (23) we have

(24)
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Fig. 3. Comparison of beamforming with different step-size options for a mo-
bile linear array. Each curve represents the mean value of 100 runs of the algo-
rithm. R1: uniform time-invariant step-size � � ����, R2: nonuniform time-
invariant step-size � � �� ��, R3: nonuniform time-variant � � �� ��,
and R4: nonuniform time-variant step-size with � � ��� (a) Received power
versus time, (b) improvement percentage.

Replacing with (20) it is found that the step-size in
(24) cannot have a constant value for all elements. It must be
proportional to the element location , thus

(25)

For relatively fast beamforming depends on the angular
velocity and the execution time of the algorithm

(26)

Hence, the following conclusions are extracted for a mobile
array:

• depends on the element location, ;
• increases with the angular speed of the array;
• decreases if the beamforming speed increases;
• increases with the phase perturbation (because

).
In the stationary situation when the step-size

becomes independent of the element locations. We refer to this
special case as uniform step-size situation .

To investigate the merit of employing nonuniform step-sizes
for beamforming, we assume a mobile linear array of 12 ele-
ments with spacing. The spacing is fairly large, because in
satellite communications each phased array element must be a
high-gain sub-array with a size of several wavelengths to meet
the gain requirements. The array platform is rotated with a rel-
ative angular velocity of . This angular
velocity models an accelerating fast maneuver during a short
time period. At the array is located at .
First we assume the execution time of the algorithm is
10 ms. The curve R1 in Fig. 3(a) (the dashed line) shows the
mean value of the received power for 100 runs of beamforming
with uniform step-size. When the angular speed is relatively low

, the beamforming algorithm converges to
92% of the maximum power. However, as the time passes the
power level drops to below 65%. In the curve R2 step-size de-
pends on element location. The mean power level improves by
3% compared to R1. In the curve R3 (the solid line) step-size
depends on both element position and angular speed of plat-
form. The overall performance of R3 is 5.1% better than that
of R1. The curve R4 is similar to R3 but the algorithm is two
times faster . In this case the average power level
is 16.4% better than R1. These simulations reveal that using
nonuniform step-size improves the beamforming performance
of mobile linear arrays. If the angular velocity of the array plat-
form is known the improvement is further enhanced. Moreover,
increasing the beamforming speed has a significant effect, but it
requires a revision in the processor and hardware design. Thus,
use of nonuniform step-size is the low-cost solution to obtain a
better performance.

V. NON-COHERENT BEAMFORMING

Considering the imbalanced loss of phase shifters [Fig. 2(b)],
in this section we show zero-knowledge beamforming perturbs
phase-coherency to increase the received power.

Based on the maximum array gain theorem, when all array el-
ements are identical, coherent beamforming, see (5), gives the
maximum gain (power). In coherent beamforming each array
weight is proportional to the complex conjugate of its corre-
sponding received signal [26]. Let denote the phase of
the received signal by the th element, then the total received
power through coherent beamforming is

(27)

where is the insertion loss of phase shifter defined in (6).
Provided that all phase shifters are lossless,
the coherent power is equal to , which is the maximum
achievable power. Otherwise, it is not guaranteed that coherent
beamforming yields the maximum power. Suppose the co-
herency condition is violated. Thus, the applied phase shift to
each element includes an additive non-coherent phase, denoted
by , i.e.,

(28)

Thus, the non-coherent received power is defined as

(29)

Fig. 4 compares the results of coherent and non-coherent
beamforming for the 17-element array, discussed in Section VI,
when the satellite is located at and the array
is stationary. First, the coherent phase shifts were calculated
and the phase shifters were adjusted to generate these values.
The received power after applying these initial values was
53% of the maximum expected power. Next, Zero-knowledge
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Fig. 4. Comparison of the coherent and non-coherent beamforming for the
17-element phased array when the satellite is at ��� �� � ��� � �� � relative to
normal. (a) Learning curve of the normalized power, (b) coherent and non-co-
herent phase shifts, and (c) amplitude of the array weights.

beamforming algorithm was run for 75 iterations to update the
control voltages of the phase shifters. All phase shifters were
identical to the one shown in Fig. 2. The algorithm parameters
were set to , and . This
is the SNR over a narrow bandwidth (at the baseband) after
power detector in Fig. 1. Fig. 4(a) shows that after 75 iterations
of beamforming the received power has increased by 16%.
Fig. 4(b) and (c) compares the phase and insertion loss of all
phase shifters before and after beamforming. It is evident that
the insertion loss has significantly reduced after beamforming,
with the price of perturbing phase-coherency. Hence, the pro-
posed beamforming algorithm is not a coherent method, so it
can increase the total received power when phase shifters suffer
from the nonuniform insertion loss.

VI. EXPERIMENTAL RESULTS

Fig. 5 shows the configuration of the stair-planar single-re-
ceiver phased array system used for the experiments. This low-
profile array antenna consists of ten rows. The
five right rows support left hand circular polarization (LHCP)
while the five left rows support right hand circular polarization
(RHCP). Each row includes three or four radiating modules in
the form of 2 8 and 2 16 microstrip sub-arrays. There are
totally 17 sub-arrays for each polarization directly connected to
LNAs, which three of them are 2 8 and the rest are 2 16
sub-arrays. Thus, 496 microstrip elements are used for each po-
larization. The sub-arrays are mounted on array carriers which
can mechanically rotate from 20 to 70 in elevation plane and
from 0 to 360 in azimuth plane using two stepper motors.
A single receiver architecture similar to Fig. 1 is used for this
phased array system. All electronic parts are integrated in the

Fig. 5. Developed phased array system with 34 sub-arrays.

TABLE I
LOW PROFILE PHASED ARRAY SYSTEM PARAMETERS

rotating part of the mechanical platform. Some of the system pa-
rameters are summarized in Table I. More details of the system
design and phased array components can be found in [27].

A. Spectral Measurements

The carrier frequency of DBS satellites in North America
ranges from 12.2 to 12.7 GHz resulting in a bandwidth of
500 MHz, or a fractional bandwidth of 4% around
the center RF frequency. Thus an important test is to evaluate
the broadband performance of the proposed beamforming
algorithm.

To investigate how the proper selection of the beamforming
parameters affects the spectral response of the array, two tests
were designed. Initially, the best location of the satellite pro-
viding the highest received power was found. In the first test,
the algorithm parameters were set to and .
Based on the discussions in Section III and [24], this set of pa-
rameters causes a slow convergence. Agilent E4405B spectrum
analyzer was used to measure the spectral response of the array.
For each spectral measurement, the average of 200 successive
frames were taken to smooth the instantaneous power fluctu-
ations. The three curves in Fig. 6(a) respectively show the IF
spectrum of the received signal before beamforming , after
the first iteration , and after 10 iterations of beamforming.
Five satellite transponders are distinguishable in this figure. In
the second test, parameters were set to and for
fast convergence. Fig. 6(b) demonstrates , and for this
test. The reference level, frequency span and scales of both fig-
ures are the same and respectively equal to , 150
MHz, and (15 MHz, 1 dBm). In Fig. 6(b), a large gap between
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Fig. 6. IF Spectrum of the received satellite signal for two different set of al-
gorithm parameters.

and is observed indicating that even one iteration of the
algorithm increases the received power significantly. Further-
more, the curve for the second test is between 1.2 to 2.5 dB
higher than that of the first test. These spectral measurements in-
dicate the satisfactory broadband performance of the algorithm.
Furthermore, they illustrate that the proper selection of and ,
results in a faster convergence.

B. Merit of Nonuniform Step-Size

In this experiment the results of beamforming tests with uni-
form and nonuniform step-sizes are compared. Both tests started
with the same initial conditions, i.e., . The uniform
step-size was fixed at . The nonuniform step-size was
varied proportional to the element location such that the mean
value of step-sizes remained equal to 0.25. If denotes the lo-
cation of element , then is calculated using the following:

(30)

(31)

For each case the beamforming algorithm was run for 50 times.
Fig. 7 depicts the mean values of the normalized received power.
The average received power after 50 iterations is 6% higher
when the nonuniform step-size is used.

C. Three Platform Maneuvers

To study the Zero-knowledge beamforming behavior for a
mobile platform, rate sensors were mounted on a van vehicle.
Road test measurements were performed for three maneuvers:

Fig. 7. Experimental results for uniform and nonuniform step-sizes.

Fig. 8. Measured pitch and yaw rates of three vehicle maneuvers. (a)–(b) Two
lane changes, (c)–(d) driving on a rough road, and (e)–(f) making a sharp S-turn.

1) two successive lane changes; 2) driving on rough road; and 3)
making a sharp S-turn. Fig. 8 shows the pitch rate and yaw rate
of the van for these maneuvers. The sampling rate of the rate
sensors in all tests was 100 Hz. The mechanical servo-system
was controlled by a direction finding algorithm to maintain the
satellite in the array field of view. This algorithm compares the
control voltages updated by the Zero-knowledge beamforming
with a set of pre-default values to find the relative direction of the
satellite [24], [28]. The beamforming algorithm was executed
for each maneuver. The execution time of one beamforming it-
eration was set to 10 ms. The SNR after power detector (with
8-point Hamming digital filtering) was estimated to be 31 dB.
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Fig. 9. Beamforming results for three maneuvers. The vertical axis shows the
received power by the 17-element phased array. The dashed lines show the re-
ceived power with a fixed beam normal to array.

Fig. 9 compares the received power level by the 17-element
phased array for each maneuver with and without beamforming.
For double lane change and driving on rough surface the per-
formance of the algorithm was satisfactory, because the signal
level never dropped during these maneuvers. However, for the
sharp S-turn maneuver the received signal faded several times
and even dropped to below 52% of the maximum value, but after
a short fading period the beamforming algorithm could recover
the power level. Comparing Figs. 8(c) and 9(c) one can find that
the maximum fading occurs at and , when
the yaw rate reaches its extreme points. In this case the algorithm
must be executed faster to achieve a better performance.

VII. CONCLUSION

Zero-knowledge beamforming algorithm adjusts the control
voltages of the phase shifters based on the instantaneous power
measurements. The objective of this algorithm is to increase or
even maximize the total received power. Since this algorithm
does not depend on the phase shifter characteristics and satel-
lite DOA, it eliminates an expensive laborious calibration pro-
cedure. Furthermore, it can be implemented with low-cost com-
ponents.

For a stationary scenario, use of a small step size with a fairly
large perturbation diminishes the noise impairments, while in
a mobile scenario the fast convergence condition relates step-
size to perturbation and predicts that for each element an indi-
vidual step-size proportional to the relative location of that el-
ements is required. Simulation and experimental results prove
that a nonuniform step-size results in a higher power level and
faster convergence. The proposed beamforming technique over-
comes an intrinsic drawback of the commercial analog phase
shifters, i.e., the imbalanced insertion loss. It perturbs the phase-

coherency to reduce the insertion loss at the quiescent point of
the phase shifters. Furthermore, three different maneuvers were
devised to test the performance of the algorithm for a mobile
platform. For the execution time of 10 ms per iteration, the al-
gorithm was able to track satellite as long as the absolute angular
speed was below 20 .

The Zero-knowledge beamforming is a feedback aided
method so it can adapt to ambient changes and calibrate itself.
The functionality of this algorithm in different weather con-
ditions has been proved by hundreds of field tests at different
times of the year.

APPENDIX

DERIVATION OF (20)

The total received power in (15) depends on the array position
and array weights. For a fast beamforming the array movement
during gradient estimation is negligible. The th component of
the estimated gradient vector in (19), i.e., , is given by

(32)

where is the perturbation in phase applied to estimate the
gradient. The measured (received) power for gradient estimation
can be expressed as

(33)

where

(34)

and

(35)

So is equal to

(36)

Substituting (36) in (32), after further simplification is
calculated as

(37)

Using (34) the above expression can be simplified to

(38)

where denotes the imaginary part of defined as

(39)

The fast convergence condition, given in (18), necessitates that
, so

(40)
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The location of the th element in a linear array is given by

(41)

Combining (40) and (41), we obtain

where

(42)

Using the above equation, in (35) can be rewritten as

(43)

Using (43), in (39) can be found

(44)

The summation in (44) represents a geometric series, so it is
equal to

(45)
Using (45), in (44) can be calculated as

(46)

Thus, the imaginary part of is

(47)

Finally, the th component of the estimated gradient in (38) will
be

(48)
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