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 Many aspects of construction operations are stochastic, e.g., activity duration, 

acceptance/ failure, capacity of equipments, etc.

 These form inputs of our simulation models.

 To be able to properly model construction operations we need to determine 

these stochastic aspects.

 In general following steps are taken to determine input of simulation models:

 Collecting data 

 Identifying stochastic distribution to represent data collected

 Estimate distribution parameter

 Run goodness of fit for distributions identified and parameters estimated

Introduction
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Data collection

 There are different ways of data collection:

 Using historical data:

 Records of past activities collected during the process are valuable sources for 

estimating activity duration distribution. 

 Direct observation and sampling:

 In cases we face repetitive construction operations and we have not collected 

historical data, directly observing construction operation and collecting related 

data required is another way of data collection 

 Using expert judgement 

 When we face a new system with no historical records or when there is no 

historical records available and sampling is costly, using expert judgement is an 

alternative! We get expert’s opinion through interviews and try to converge their 

opinions. In this case we usually can get some major parameters such as 

maximum, minimum and most likely values from experts which leads us to 

simple distributions as inputs. We cannot run goodness of fit at this case since 

we do not have additional measures to compare these data with!  
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 Expert judgement (cont’d)

 Use of expert judgement in estimating activity durations can result in two types of 

distributions: Uniform distribution and Triangular distribution

 Uniform distribution is used for duration estimation when activity experts give a duration 

range (with a minimum of a and a maximum of b) for the activity duration. In this case 

activity duration distribution will be estimated as a uniform distribution:

mean (μ):

Variance (σ2):

σ:

F(x) =
√

___

Data collection
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F(x| a, b,  c) =

Mean(μ):

Variance(σ2):

σ:√
____________________________________________

 Expert judgement (cont’d)

 Triangular distribution is used for duration estimation when an activity experts give a 

duration range (with a minimum of a and a maximum of b) for the activity duration and a 

most likely value (distribution mode of c). In this case activity duration distribution will be 

estimated as triangular distribution :

Data collection



Expert judgement-Example: 

 We are going to do on-site assemble and install bridge girders on a highway 

crossing. Bridge has 20 of 24 m girders. Each girder is built from 3 plats which are 

welded together and form a girder.  

24m

Top Flange 

Web

Bottom Flange
2m

 There total number of 10 spans of two-24m girders. To be able to install girders on 

the top of the bridge column we need to have two girders.

24 m 24m

Data collection-Example



 Expert judgement-example (cont’d): 

 According to the contract with the sub-contractor, it is going to supply girder plats in 

separate batches of 5 web  plates and 10 flange plates, each of them one batch per day 

(in average).

 We need to unload each batch by using 2 iron workers and 2 mobile cranes and put the 

batches temporary on site storage. According to the superintendent’s experience, 

unloading each batch will take a time between 10 to 20 minutes. To be able to 

assemble a girder first we need to fix the plates on their locations. During fixing activity, 

we need to have two cranes holding the plates and 4 iron workers working. According to 

the foreman, fixing activity will take at least 30 minutes, but it will not take more than 60 

minutes. However, this will normally take around 40 minutes. Welding operation will 

be performed by 4 welders. It is expected that welding takes 3 to 4 hours. 

 Installation of each pair of girders on a span needs 2 mobile cranes and 2 iron workers 

and according to the foreman will take about 3 to 5 hours.

 With two mobile crane available on site how many days girder installation will take; 

knowing that construction crew will work 10 hours a day!

Data collection-Example



 Expert judgement-example (cont’d): 

 Entity: Girder

Do we have girders at the beginning? What should we consider as entity at the 

beginning?

Data collection-Example

Entity Type 2

Entity Type 1

Plate arrival

Entity Type 3

Fixed/ welded girders

Entity Type 4

Installed pair of girders 



 Expert judgement-example (cont’d): 

 Elements:

 Entity: 

1. We first have Web-plates and Flange-plates as entities

2. One web plate  entity + two flange plates entities form a girder entity

3. One right side and one left side girder entities for an span entity!

 Resource: 2 mobile cranes, 4 iron workers, and 4 welders

 Activity: Unloading ~ U(10,20), Fixing ~ Triang(30,40,60), Welding ~ U(180, 

240), and Installing ~ U(180, 300) (with time unit of minute)

 Initial condition: No material in the system, all resources are idle

Data collection-Example



 Expert judgement-example (cont’d): 

Data collection-Example



 In cases we have data collected from an stochastic aspect of a construction operation 

(using historical data or observation or data sampling) we need to identify a proper 

distribution that data can fit into it.

 Our main method for identifying the distribution is to present data on a histogram, and 

then see if histogram’s shape is close to probability density function curve of any 

distribution! Following steps are taken for drawing a histogram:

1. Divide the range of the data into intervals. (Intervals are usually of equal width)

- One concern to divide the range data into intervals is to set an adequate number of 

intervals; too many or too few intervals are misleading. A guideline point is to select the 

number of intervals close to square root of the number of data collected, e.g., for 100 

data items divide them into 10 intervals.

- Another concern is number of data items collected. We need a minimum number of 

data items collected to be able to unbiasedly identify the distribution. A guideline for the 

minimum number of data collected is 25!

Identify a distribution 
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2. Label the horizontal axis to conform to the intervals selected.

3. Find the frequency of occurrences within each interval and label the vertical axis so that 

the total occurrences can be plotted for each interval.

4. Plot the frequencies on the vertical axis.

Example: Following historical data is collected from truck trip time to the dumping site:

Identify a distribution

Trip time (minute) Trip time (minute) Trip time (minute) Trip time (minute)

26.7 31.7 36.3 29.6

23.9 28.4 32.1 27

27.6 23.7 35.6 36.6

25.7 24.3 29.6 30.1

37.2 18.8 19.6 21.3

26.1 28 34.2 26.1

34.1 25.4 31.5 32

20 16.6 32.9 26.6

27.7 37 27.4 24.9

26.4 30.8 29.2 26.9

29.6 34.7 30.1 23.9

29.1 28.3 35.8 23

15



Example (cont’d): 

1- Total number of historical data are 48; its square root is close to 7; we are going to have 7 

intervals!

Minimum value is 16.6 And maximum value is 37.2 so total intervals length will be 20.6 

minutes and every interval is 2.94. Border values for our intervals are:

2- Middle value of every interval is going to be representative value of each interval and is 

going to be presented on the horizontal axis of the histogram: 

3- Frequency of occurrence within in each interval is:

16

Identify a distribution

16.6 19.54 22.48 25.42 28.36 31.3 34.24 37.2

Interval # 1 2 3 4 5 6 7

Rep. Value 18.07 21.01 23.95 26.89 29.83 32.77 35.72

Interval # 1 2 3 4 5 6 7

Freq. 2 3 7 13 9 7 7
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Example (cont’d): 

4- Plotting the histogram

Identify a distribution

17

What distribution this histogram might represent?



Example: Following historical data collected for time between arrivals of steel elements 

arrive to the construction site:

Identify a distribution
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Time between arrival (minute) Time between arrival (minute) Time between arrival (minute)

17.4 13.4 11.6

45.1 24.7 35.3

6.4 6.6 1.8

11 16.3 61

3.3 17.3 1.9

18.1 6.6 2.6

0.1 0.3 14.2

7.9 16.8 20.2

19.1 13.8 17.9

20.9 6.3 3.8

10.8 8.4 49

1.5 62.9 15.6

3.1 8.3 20.4

1.2 9.5 28.1

6.5 11.9 6.3

0.2 12.8 13.4

15.2 0.9 39.8

0.8 23.7 29.1

5.6 8.5 5.2

2.7 8.9 20.6



Example (cont’d):

Identify a distribution
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Maximum Likelihood Estimation (MLE):

The most common method for estimating a distribution parameter is MLE.

In words we can define likelihood function of our distribution parameter (ϴ) as:

like(ϴ)= Probability of observing the given data as a function of ϴ

= f(x1, x2, ...., xn| ϴ)

= f(x1| ϴ) f(x2| ϴ) ... f(xn| ϴ) = П f(xi| ϴ)

Max  like(ϴ)= Max П f(xi| ϴ)

Note: Most of the time this product takes the parameter into exponent and we would 

rather to use the maximization of logarithm of the product function or the exponent.

Max  like(ϴ)=> Max l(ϴ)= Max log(П f(xi| ϴ))

Example: Use of MLE for estimating Normal distribution parameters

Estimating distribution parameters
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𝑓 𝑥1, 𝑥2,… , 𝑥𝑛 𝜇 =  
1

𝜎 2𝜋

𝑛

𝑖

𝑒−
1
2

(
𝑥𝑖−𝜇

𝜎
)2

 



= (
1

𝜎 2𝜋
)𝑛 × 𝑒

− 
1

2𝜎2  (𝑥𝑖−𝜇)𝑛
𝑖

2

 

Example (cont’d):

Estimating distribution parameters

21

maximize

minimize

𝑚𝑎𝑥 𝑙𝑖𝑘𝑒 𝜇 = 𝑚𝑖𝑛  𝑥𝑖 − 𝜇 

𝑛

𝑖

2

= min( 𝑛𝜇2 +  𝑥𝑖

𝑛

𝑖

2

−  2𝜇 𝑥𝑖

𝑛

𝑖

) 

𝜕 𝑛𝜇2 +  𝑥𝑖𝑛
𝑖

2
−  2𝜇  𝑥𝑖𝑛

𝑖  

∂μ
= 2𝑛𝜇 − 2  𝑥𝑖

𝑛

𝑖

= 0 

=>  𝜇𝑒 = 𝑋 = 
 𝑥𝑖𝑛

𝑖

𝑛
 



Example (cont’d): for estimating σ we have: 

Estimating distribution parameters
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𝑙(𝜎) = 𝑛 𝑙𝑛(
1

𝜎 2𝜋
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1

2𝜎2
 (𝑥𝑖 − 𝜇)

𝑛
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𝑙 𝜎 = −𝑛 𝑙𝑛 𝜎 − 𝑛 𝑙𝑛 2𝜋 − 
1

2𝜎2
 (𝑥𝑖 − 𝜇)
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𝑖

2

 

𝜕𝑙(𝜎)
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𝜎
+

1
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 (𝑥𝑖 − 𝜇)
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Example (cont’d):

Note:  σe here is a bias estimator for σ or standard deviation of the normal distribution 

and is called the sample estimator. It is proved that an unbiased estimator for σ is:

Estimating distribution parameters
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𝜎𝑒 = 𝑆 =  
 (𝑥𝑖 − 𝜇𝑒)2𝑛

𝑖

𝑛 − 1
 



Suggested estimators for some distributions used in simulation

Estimating distribution parameters
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 Having parameterized a distribution, one should check for the goodness of 

fit by comparing the fitted distribution to the empirical distribution and 

assessing the quality of the fit obtained.

 Usually one would perform the goodness of fit test by using:

 Visual assessment

 Chi-Square test

 Kolmogorov-Smirnov (K-S) test

25

Testing for goodness of fit

25



 Visual assessment

 Basically the method is simply to plot both the empirical and fitted 

CDFs on one plot and compare how well the fitted CDF tracks the 

empirical one. 

 Alternatively one can compare the how well the shape of the sample 

histogram compares to that of the theoretical PDF.

 When the CDF is available, it is always better to compare to it 

because, a histogram can be easily distorted, by changing number of 

intervals can attain practically different shapes.

 Although the method does not bear much statistical or mathematical 

weight, it remains as effective as any other test.26

Testing for goodness of fit

26



 Visual assessment

 Example: 

Normal distribution has been 

identified for concrete pouring 

activity with mean of 28.2 and 

standard deviation of 4.32 

minute/m3.

In our visual assessment we 

have:

27

Testing for goodness of fit

27

i Concrete pouring (minute/m3) Empirical CDF i Normal (28.2, 4.32)

1 17.9 0.04 0.009

2 22.3 0.08 0.086

3 23.3 0.12 0.128

4 24.5 0.16 0.196

5 25.2 0.2 0.244

6 25.6 0.24 0.274

7 26.1 0.28 0.313

8 26.1 0.32 0.313

9 26.3 0.36 0.330

10 27.1 0.4 0.400

11 27.3 0.44 0.417

12 27.5 0.48 0.436

13 27.5 0.52 0.436

14 27.5 0.56 0.436

15 28 0.6 0.482

16 28.2 0.64 0.500

17 28.7 0.68 0.546

18 29.3 0.72 0.600

19 29.4 0.76 0.609

20 32.7 0.8 0.851

21 33.3 0.84 0.881

22 34.3 0.88 0.921

23 34.6 0.92 0.931

24 35.3 0.96 0.950

25 36 1 0.965



 Visual assessment

 Example (cont’d):

28

Testing for goodness of fit

28
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 Chi-square test:

 Karl Pearson’s Chi-Square test is based on the measurement of the 

discrepancy between the histogram of the sample and the fitted probability 

density function.

 This test requires large sample sizes.

 It tests the observations Xi (i=1, 2, ...,n) following a particular distribution f(x) 

where we computed distribution parameters using the MLE approach:

1. The test procedure begins by arranging the n observations into a set of k 

class intervals or cells (C1, C2, .., Ck). 

a. Class intervals should be of equal weights (expected probabilities) 

of 1/k; so that F(Ci) = 1/k = P.

b. Pick number of class intervals close to square root of number of 

observations. 

c. Minimum expected number of observations in each class should not 

be less than 5 
29

Testing for goodness of fit

29
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 Chi-square test:

2. Count the number of observation Xi (i=1,2,…,n) within each cell of Cj

(j=1,2, …, K ) noted as Nj (j=1, 2, …, K)

3. Calculate Chi-Square statistic χ2 as:

Where n is the total number of observation, Nj is the respective 

number of observation in cell j and p=1/k

4. Compare the value of χ2 obtained to that from the Chi-Square tables. 

Reject the distribution if

Where; α is level of error (type one) accepted, 1- α or P value is level 

of confidence, k is number of classes, s is number of estimated 

parameters and  k-s-1 is the degree of freedom.

 






k

j np

npNj

1

2

2

1)-s-(k ,

2

1

2

computed     

Testing for goodness of fit

30
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 Chi-square test:

 Chi-square table

Testing for goodness 
of fit

31
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 Chi-square test:

 Example: Following historical data of truck trip duration to the dumping 
site is identified to have a family distribution of normal. Estimate 
distribution parameters and run a chi-square test to test the goodness of 
the fit.

Testing for goodness of fit
32

Trip time (minute) Trip time (minute) Trip time (minute) Trip time (minute)

26.7 31.7 36.3 29.6

23.9 28.4 32.1 27

27.6 23.7 35.6 36.6

25.7 24.3 29.6 30.1

37.2 18.8 19.6 21.3

26.1 28 34.2 26.1

34.1 25.4 31.5 32

20 16.6 32.9 26.6

27.7 37 27.4 24.9

26.4 30.8 29.2 26.9

29.6 34.7 30.1 23.9

29.1 28.3 35.8 23
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 Chi-square test:

 Example (cont’d):

1. Sample Number = 48  =>  Num of interval = 7  And   P=1/7= 0.143

Testing for goodness of fit
33

  𝜇𝑒 = 𝑋 = 
 𝑥𝑖𝑛

𝑖

𝑛
= 28.42 𝜎𝑒 =  

 (𝑥𝑖 − 𝜇𝑒)2𝑛
𝑖

𝑛
= 4.94 

i 0 1 2 3 4 5 6 7

CDF 0 0.143 0.286 0.429 0.571 0.714 0.857 1

Ci  - ∞ 23.1 25.6 27.5 29.3 31.2 33.7  + ∞
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 Chi-square test:

 Example (cont’d):

2. Number of observations for each cell 

3. Chi-square value is:

4. To compare calculated value with chi-square with 4 (=7-2-1) degree of 
freedom and confidence level of 95% (read from table) we have:

So, goodness of distribution is accepted!

Testing for goodness of fit
34

i 1 2 3 4 5 6 7

Ni 6 6 9 7 6 5 9

 
167.2

1

2

2 





k

j np

npNj


488.9  2.167   
4 ,

2

%95

2

computed  
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 Chi-square test:

 Example (cont’d):

Testing for goodness 
of fit

35
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 Following data are collected from time between equipment breakdown on site which is 

suggested to have exponential distribution.  Estimate the distribution’s parameter and 

use chi-square test with the error level of 5% to test its goodness of fit!

After class practice

Time between break down (hour) Time between break down (hour) Time between break down (hour)

55 60 6

103 12 107

69 24 31

53 32 0

188 230 94

284 0 36

27 87 108

91 78 27

36 43 98

18 148 41

265 109 362

41 160 119

64 119 7

36 62 133

178 36 73

79 27 103

http://sharif.edu/~alvanchi/lecture/Sim-L08_Chisquare-AfterClass-data.xlsx


 Kolmogorov-Smirnov Test

 The test is based on the measurement of the discrepancy between the 

empirical CDF and fitted CDF. 

 

 

  D,D D

 n for i
n

i
)F(X)F(X)F(XD

 n   for i)F(X
n

i
)F(X)F(XD

nnn

iempiricaliltheoreticai

-

n

iltheoreticaiempiricalin
















 














 maxbe  wouldstatistic test the

1|
1

|max||max

:bygiven deviation  negativemax  the

,,1||max||max

:bygiven deviation  positivemax  the

1 



37

Testing for goodness of fit
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 Kolmogorov-Smirnov Test

 Illustration of the Kolmogorov-Smirnov statistic. 

Testing for goodness of fit

38

Red line is Theoretical CDF, blue line is an Empirical CDF, 

and the black arrow is the K-S statistic.

Dn



 Kolmogorov-Smirnov Test

 The test would be to compute Dn as described above and to compare the 

value with that from a table of critical K-S values at the appropriate confidence 

and degrees of freedom. 

 When the computed D is larger than the theoretical one the distribution is 

rejected.

 The Kolmogorov-Smimov test is particularly useful when sample sizes are 

small and when no parameters have been estimated from the data.

39

Testing for goodness of fit

39



 Kolmogorov-Smirnov Test

 K-S table

40

Testing for goodness of fit

40
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 Kolmogorov-Smirnov Test

 Example: 15 duration samples of a welding task is given as in below:

 Presenting occurrence frequencies of  the sample in 5 equal interval we have

41

Testing for goodness of fit

41

Welding 

duration 

(minute)

14.6 15.6 15.8 16.3 16.6 16.6 16.9 18.5 17 20.1 20.4 21.1 23.5 25.3 25.6



 Kolmogorov-Smirnov Test

 Example (cont’d):

 Based on the graph shape and according to the expert judgment it is suggested that data 

duration might have a triangular distribution with minimum and most likely value of 

minimum of the sample minus 1 and maximum value of maximum of the sample plus 1.

Welding duration ~ Triangular[13.6, 13.6, 26.6]

42

Testing for goodness of fit

42



 Kolmogorov-Smirnov Test

 Example (cont’d):

43

Testing for goodness of fit

43

i Welding duration (minute) Emperical Fxi Emperical Fxi-1 Theoritical Fxi D+ D-

1 14.6 0.07 0.00 0.15 0.08 0.15

2 15.6 0.13 0.07 0.28 0.15 0.22

3 15.8 0.20 0.13 0.31 0.11 0.18

4 16.3 0.27 0.20 0.37 0.11 0.17

5 16.6 0.33 0.27 0.41 0.07 0.14

6 16.6 0.40 0.33 0.41 0.01 0.07

7 16.9 0.47 0.40 0.44 0.02 0.04

9 17 0.60 0.47 0.45 0.15 0.01

8 18.5 0.53 0.60 0.61 0.08 0.01

10 20.1 0.67 0.53 0.75 0.08 0.22

11 20.4 0.73 0.67 0.77 0.04 0.11

12 21.1 0.80 0.73 0.82 0.02 0.09

13 23.5 0.87 0.80 0.94 0.08 0.14

14 25.3 0.93 0.87 0.99 0.06 0.12

15 25.6 1.00 0.93 0.99 0.01 0.06

Max Dn 0.22
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Dn

 Kolmogorov-Smirnov Test

 Example (cont’d):
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Testing for goodness of fit

44
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Testing for goodness of fit

45

 Kolmogorov-Smirnov Test

 Example (cont’d):

0.22 < 0.338 => We accept the

distribution
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Pipeline construction example

 This example is a simplified real case study!

 We are going to help a 30 km of 40 inch pipeline construction project in the south 

part of the country by simulating the whole operation using AnyLogic for balancing 

resources required in this project.

 The main steps of the operation involve: 

1) Receiving pipes from fabrication shops 

2) Welding pipes 

3) Digging a ditches 

4) Lowering pipes into the ditch 

5) Coupling pipes in the ditch

6) Back filling the dirt to the ditch
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 10 meter length pipes required in the project are  fabricated by 3 

different industrial pipe fabrication companies in the country. Fabricated 

pipes are shipped to the construction site in a pack of 3 pipes. It is 

expected that every week each fabrication shop can send 10 packs of 

pipes to the construction site.

 A shovel arm is used to unload pipes and string them beside the ditch. 

According to the foreman this will take 20 to 30 minutes to unload and 

string pipes beside the ditch.

 Shovel is also used to dig the ditch. According to the foreman’s past 

experience shovel can dig every meter of the ditch in 10 to 15 minutes.
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Pipeline construction example

 A welding crew first welds 10 pipes together when they are sitting beside the ditch. 

 Then set of 10 welded pipes are lowered into the ditch using the shovel arm with 

the coordination of welding crew. Lowering in 10 welded pipes into the ditch usually 

takes 2 to 3 hours.

 One set of 10-welded pipe on the ditch is then coupled with another set of 10-

welded pipes and sealed by a welding crew. 

 Sample duration time for welding two pipes together on the ground and coupling 

and sealing 2 set of 10-pipes on the ditch are presented on the following table:
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Welding duration for welding two 

pipes on the ground (minute)

181

188

228

187

168

220

201

200

184

253

237

202

184

237

221

154

169

197

138

133

211

105

162

245

Coupling duration on 

the ditch (minute)

272

202

238

312

358

196

261

263

346

375

Sim-L08_Support/95-S2-Sim-L08-Pipeline-Example-data.xlsx
Sim-L08_Support/95-S2-Sim-L08-Pipeline-Example-data.xlsx
Sim-L08_Support/95-S2-Sim-L08-Pipeline-Example-data.xlsx
Sim-L08_Support/95-S2-Sim-L08-Pipeline-Example-data.xlsx
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 Welding Duration: Normal distribution

 Mean=191.88 minute

 Standard Deviation=37.205 minute

 Coupling Duration: Uniform distribution

 a = 172.67 minute

 B = 391.93 minute
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 When in-ditch coupling is completed for a set of pipes, a dozer backfills 

the dirt to the ditch. The dozer backfills dirt on every kilometer of ditch in 

one to two days, according to the condition of the route.

 For doing this job we have two options:

1) Considering whole project in one section with one shovel, one 

welding crew and one dozer

2) Dividing the project into two 15 km sections with two shovels, two 

welding crews and one dozer
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Pipeline construction example

 Main assumptions

 Every week has 5 working days

 Working hours starts from 7 am to 5 pm; 

 Every day saved in project duration will save 20 MT of the owner;

 Renting a shovel costs the project 3 MT/ day; 

 Daily salary of the welding crew is 1 MT

 Dozer charge is constant and will have no change from one option 

to the other.

 Which option you offer to the owner and why?
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 What is Entity in the operation?

One 10m pipe

Entity Type 1

Ten 10m pipe

Entity Type 2

30 km of the pipeline

Entity Type 3
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 Any other entities?

One meter of ditch

Entity Type 4

One kilometer of ditch

Entity Type 5
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Pipeline construction example

 Resources:

 Shovel, welding crew, dozer

 Activities: 

 Arrival of 3-pipes pack from each fab-shop: Exp (mean=300) minutes

 Unloading a pack of 3 pipes: Uniform (20,30) minutes

 Welding pipes: Normal (191.88, 37.205) minutes

 Digging one meter of a ditches: Uniform(10,15) minutes

 Lowering 10-pipes into the ditch: Uniform (120,180) minutes

 Coupling pipes in the ditch: Uniform(172.67, 391.93) minutes

 Back filling dirt to the 1km of the ditch: Uniform(600,1200) minutes
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Home assignment 9
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We are going to do a simulation study on a structural steel installation job where 1) structural 

steel elements arrive at the site from steel fabrication shop 2) structural steel elements are 

stored in order based on their arrival time by iron worker crew 3) a tower crane moves the 

elements to their erection location 4) iron worker crew first temporarily stabilizes the steel 

element on its location to let the crane off and can serve other steel element installation 5) Iron 

worker crew finishes the installation by bolting and welding the steel elements. There is one 

crane and two iron worker crews for the operation! The building consists of 500 different steel 

elements.

Historical input data are presented in the excel sheet attached. You need to develop your own 

goodness of fit for structural steel element storing and stabilization using Chi square or KS 

methods based on the number of data provided. Use EasyFit analysis for the rest. Develop a 

simulation model for the operation using AnyLogic. Explain and submit your data input analysis 

steps, the developed model, and the achieved results in your assignment report!

Due in two weeks!

Sim-K-Ass6-data.xlsx
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Thank you!


