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Abstract

This paper is concerned with remote monitoring and control of the 2-DoF robotic manipulators, which have nonlinear dynamics
over the packet erasure channel, which is an abstract model for communication over the Internet, WiFi or Zigbee modules. This
type of communication is subject to imperfections, such as random packet drop out and rate distortion. These imperfections
cause a significant challenge for monitoring and control of robotic manipulators in the industrial environments because sensitive
data, such as sensor data and control commands may not never reach to their destination resulting in significant performance
degradation. Therefore, the effects of these imperfections must be compensated. In this paper we apply two coding and control
techniques previously developed for the tele-presence ad tele-operation of autonomous vehicles to compensate the effects of the
above communication imperfections for remote monitoring and control of the 2-DoF robotic manipulators controlled over the
packet erasure channel. To achieve this goal, we design a new linear controller and a new nonlinear controller for the 2-DoF
robotic manipulators over the packet erasure channel. The first technique is based on the linearization method and the second
technique uses a nonlinear controller. The performances of these two techniques for remote monitoring and control of robotic
manipulators are evaluated and compared with each other in this paper. We illustrate their satisfactory performances in the
presence of severe communication imperfections.

Key words: Tele-presence; tele-operation; robotic manipulator; Industrial Internet of Things (IIoT), the Industry 4.0.

1 Introduction

In recent years, extensive research activity has been de-
voted to the tele-presence and tele-operation of robotic
manipulators and autonomous vehicles (drone, au-
tonomous road vehicle, autonomous underwater vehicle)
due to its vast applications in the Industry 4.0, tele-
surgery, military, space and underwater exploration,
smart agriculture,etc. [1] - [4]. In tele-robotic scenar-
ios, a human operator or an intelligent control unit
controls the movement of a robot from some distance
away using very often wireless links. From the control
theoretical point of view, the main goals of tele-robotic
are two folds: Reference tracking (tele-operation) and
tele-presence. Reference tracking means the tracking
of a desired path designed by remote human opera-
tor/intelligent control unit; and tele-presence means
providing the states of remotely controlled robot for
human operator/intelligent control unit in real time so
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that remote human operator/intelligent control unit is
able to design a proper desired path/control command
for the satisfactory remote reference tracking. In tele-
robotic applications, these two tasks are complicated
since the communication medium contributes to the
complexity of the problem by introducing delay, rate
distortion, noise, fading, random packet drop out, etc.
The focus on most of the tele-robotic papers has been
on the communication delay, e.g., [2] - [11]. However,
most of tele-robotic systems particularly those that are
used in the industrial environments are subject to other
types of communication imperfections, such as limited
transmitter power constraint/bit rate constraint, noise,
fading, random packet drop out and rate distortion.
For example, in the problem of the tele-operation of a
battery powered drone, which is becoming very popular
due to its vast applications in transportation to remote
locations, forestry, mining, agriculture, surveillance,
search and rescue missions, etc., the tele-robotic system
is subject to the limited power supply; and therefore,
the transmission of information from drone to remote
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human operator is subject to the minimum transmis-
sion power constraint; and hence, it is subject to noise
and limited bit rate constraint. This results in random
packet drop out and rate distortion imperfections mean-
ing that some of the packets sent by drone to remote
human operator are erased at the receiver side; be-
cause they contain unrecoverable filliped bits. Also, as
each real valued measurement is represented by a small
length packet (due to limited bit rate constraint), if the
packet is recovered at the receiver, the real valued mea-
surement will be recovered with some quantization error
at the receiver. Nevertheless, the remote control station,
where human operator is located, can be supplied with
high transmission power in this tele-operated system;
and hence, the transmission of information from remote
human operator/intelligent control unit to drone can be
assumed almost without communication imperfections.
This can be represented by the block diagram of Fig. 1.
Note that the compensation of the impacts of arbitrary
transmission delay in the presence of random packet
loss is on going research direction in the field of bilateral
tele-operation systems. Some of the available papers
addressing this problem in the context of tele-operated
systems are [12] - [14]. [12] is concerned with linear dy-
namic systems over a communication network subject to
arbitrary time delay. It considers the packet loss as the
infinite time delay. [13] and [14] are also concerned with
linear dynamic systems over a communication network
subject to arbitrary time delay and the packet loss. The
packet loss in these papers is modeled by the real erasure
channel. That is, the delayed sensor measurement is ei-
ther successfully received (without quantization error)
or erased. However, the transmission of measurements
over a communication link is subject to unavoidable
rate distortion due to the quantization of real valued
measurements to short length packets to be sent over a
digital communication link. Hence, more suitable com-
munication model for the transmission over a communi-
cation network is the packet erasure channel considered
in this paper, which is described in Section 2. One of
the early work on the tele-operation over the packet
erasure channel is [15]. This paper is concerned with
linear dynamic systems. [15] has motivates other works,
such as [16] and [17], which are concerned with nonlin-
ear dynamic systems over the packet erasure channel.
We have shown in our paper [16] that the aforemen-
tioned imperfections (the random packet drop out and
the rate distortion) result in significant performance
degradation. In [16] we presented a technique for re-
mote monitoring and control of a quit general class
of nonlinear dynamic systems in the presence of the
random packet drop out and rate distortion without
considering the impacts of actuators constraint. In the
aforementioned paper, we used the linearization method
to linearize the nonlinear dynamic system around the
working points and then for the linearized systems we
used one of the available techniques for linear networked
control system. Other technique for remote monitoring
and control of nonlinear dynamic systems subject to

the random packet drop out can be found in [17]. In [17]
we proposed a new technique, which directly involved
nonlinear dynamics for the development of nonlinear
tele-operated systems.
The new industrial movement known as the Industry
4.0 or smart manufacturing [18] is another major mo-
tivation for considering other types of communication
imperfections and especially the random packet drop
out and the rate distortion imperfection in tele-robotic
problems. The new industrial movement has started
around 10 years ago and is still a concept; but it soon
becomes a reality. It aims to integrate production fa-
cilities, supply chains and service systems via the es-
tablished information technology infrastructures, such
as the Internet for the rapid decision making resulting
in increasing productivity. In the Industry 4.0 - based
manufacturing systems, each production facility, such
as a robotic manipulator is equipped with at least one
Industrial Internet of Things (IIoT) wireless communi-
cation module; and therefore, it can broadcast its sensor
data to every corner of manufacturing factory and even
outside manufacturing factory; while receiving high
level commands from distributed decision makers. Due
to the high level of noise in the industrial environments
and because such environments are very often crowded
environments, this real time remote monitoring and
control is subject to severe random packet drop out and
also limited bit rate constraint and hence rate distortion
imperfection. Fig. 2 illustrates a typical IIoT system for
manufacturing industry.
In this paper we focus on the problem of tele-presence
and tele-operation of the 2-DoF robotic manipulators
as shown by the block diagram of Fig. 1 over the packet
erasure channel, which is an abstract model for the
transmission via the Internet, WiFi and Zigbee mod-
ules. In this basic block diagram, the communication
from sensor to remote controller is subject to the ran-
dom packet drop out and rate distortion imperfection.
However, there is no communication imperfection in the
reverse direction. This is the case, for example, where
the decision maker is co-located with robotic manipula-
tor; while sensor (e.g., a camera watching the movement
of the end-effector of the manipulator) is geographically
separated from the manipulator (dynamic system) and
transmits the collected sensor data to remote controller
via a WiFi wireless link for example. In this basic block
diagram there is a feedback acknowledgment from the
receiver to transmitter. This feature is supported by the
WiFi TCP/IP protocol and also many IIoT modules,
such as Digi Xbee Pro. Note that in the aforementioned
set up, long delayed packet is considered as the lost
packet.

In this paper, we apply the coding and control tech-
niques developed in [16] and [17] for remote monitoring
and control of robotic manipulators over the Internet,
which is modeled by the packet erasure channel. The
coding and control techniques of [16] and [17] were
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Fig. 1. A basic block diagram for remote monitoring and
control over the Internet

Fig. 2. A typical IIoT system for the Industry 4.0. This figure
was borrowed from [19]

developed for the tele-presence and tele-operation of
autonomous vehicles. However, in this paper we illus-
trate their applications for the tele-presence and tele-
operation of robotic manipulators by designing proper
linear and nonlinear controllers over the packet erasure
channel. In the block diagram of Fig. 1, the encoder
by the knowledge of the decoder law and the controller
law and the feedback acknowledgment can determine
the control command, Ut, applied on the manipulator.
Under the aforementioned set up, we implement our
techniques presented in [16] and [17] to design proper
encoder, decoder and controller for the block diagram
of Fig. 1 (described by a robotic manipulator) that re-
sult in a satisfactory tele-presence and tele-operation
in the presence of severe random packet drop out and
rate distortion imperfection. Using extensive computer
simulations we illustrate the satisfactory performances
of these techniques; and we compare their performances
with each other for the remote monitoring and control
of robotic manipulators. It is shown that both tech-
niques result in a satisfactory performance provided the
bound constraints for the applied torques on manipula-
tor joints are satisfied.
As mentioned above, the focus on most of the tele-
robotic papers has been on the communication de-
lay, e.g., [2] - [11]; or the communication delay in the
presence of the real erasure channel, e.g., [12] - [14].

However, most of the tele-robotic systems particularly
those that are used in the industrial environments are
subject to other types of communication imperfections,
such as the random packet drop out and rate distor-
tion imperfection; and this paper presents two suitable
techniques for this type of tele-robotic systems. This is
one of the major contributions of this paper. The first
technique presented in this paper requires frequent lin-
earization of nonlinear dynamic of manipulator and the
data transmission with different bit rates at different
linearization zones. It also requires a large bit rate when
the erasure probability of the communication channel
is large. Nevertheless, the other technique presented in
this paper does not require the frequent model update
and it involves a fixed and relatively small bit rate; but
it requires more powerful processors because it is com-
putationally expensive. Therefore, depending on the
situation we have two different available techniques for
remote monitoring and control of robotic manipulators
over the Internet. When the bit rate constraint is sever
the second technique is recommended. But, when there
is sever computational constraint, the first technique is
recommended. In summary, the major contributions of
this paper are as follows:

• The presentation of a new linear controller and a
new nonlinear controller for the tele-operation of the
2-DoF robotic manipulators over the Internet by con-
sidering the effects of unavoidable packet lost and
rate distortion

• The illustration of the applicability of the coding
techniques of [16] and [17] for the tele-presence of
robotic manipulators

• The presentation of a new technique for remote moni-
toring and control of the 2-DoF manipulators subject
to sever bit rate constraint

• The presentation of a new technique for remote moni-
toring and control of the 2-DoF robotic manipulators
subject to sever computational constraint

The paper is organized as follows. In Section 2 we briefly
describe our coding and control techniques presented in
[16] and [17]; and we explain how they can be imple-
mented to the 2-DoF robotic manipulator that we con-
sider as the case study of the paper. In Section 3 using ex-
tensive computer simulations, we illustrate the satisfac-
tory performances of these techniques for remote mon-
itoring and control in the presence of severe communi-
cation imperfections. The paper is concluded in Section
4 by summarizing the main contributions of the paper
and discussion on the future research directions.
Throughout certain conventions are used: | · | denotes
the absolute value, ‖ · ‖ the Euclidean norm and V ′ de-
notes the transpose of vector/matrix V . A−1 and λi(A)
denote the inverse and eigenvalues of a square matrix
A, respectively. ’

.
=’ means ’by definition is equivalent to’
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and Zt
.
= (Z1, Z2, ..., Zt). R and N denote the sets of

real numbers and natural numbers, respectively; and I
is the identity matrix. Also, x(i) denotes the ith element
of the vector X and 0 denotes the zero vector/matrix.
N+ .

= {0, 1, 2, 3, ...} and R+ is the set of non-negative
real numbers. B+ denotes the Pseudo inverse of the ma-
trix B.

2 Coding and Control Techniques for Reliable
Remote Monitoring and Control

In this section we briefly describe the coding and control
techniques proposed in [16] and [17] for remote moni-
toring and control subject to the random packet drop
out and limited bit rate constraint and hence rate dis-
tortion imperfection. We also explain how they can be
implemented to the robotic manipulator considered as
the case study in this paper.
[16] and [17] were concerned with almost sure asymp-
totic tracking of the state trajectory as well as reference
tracking of nonlinear dynamic systems over the packet
erasure channel with feedback acknowledgment, which
is an abstract model for communication via the Inter-
net, WiFi and Zigbee modules (e.g., Digi XBee, Lora,
Sigfox). Specifically, [16] and [17] were concerned with
the block diagram of Fig. 1 described by the following
nonlinear dynamic system and communication channel.
Dynamic System:

{
Xt+1 = F (Xt, Ut)

Yt = Xt

(1)

where t ∈ N+ is the time instant, F (Xt, Ut) ∈ Rn is
a smooth vector nonlinear function, Xt ∈ Rn is the
vector of the states of the system, Yt ∈ Rn is the ob-
servation output vector (sensor data) and Ut ∈ Rm is
the control input vector. Note that the dynamic system
(1) is a fully observable system as we assume Yt = Xt.
Throughout, it is assumed that the probability mea-
sure associated with the initial state X0 with compo-

nents x
(i)
0 , i = {1, 2, ..., n}, has bounded support. That

is, for each i ∈ {1, 2, ..., n} there exists a compact set

[−L(i)
0 , L

(i)
0 ] ∈ R such that Pr(x

(i)
0 ∈ [−L(i)

0 , L
(i)
0 ]) = 1.

Note that X0 is unknown for the remote decoder and
controller.
Communication Channel: Communication channel
between system and controller is a limited capacity era-
sure channel with feedback acknowledgment. It is a dig-
ital channel that transmits a packet of binary data in
each channel use. The channel input and channel output
alphabets are denoted by Z and Z̃, respectively; and Zt
denotes the channel input at time instant t ∈ N+, which
is a packet of binary data with length Rt containing in-
formation bits. Let Z̃t be the channel output ad e denote

the erasure symbol. Then,

Z̃t =

{
Zt with probability 1− α
e with probability α

(2)

That is, this channel erases a transmitted packet with
probability α. Throughout, it is assumed that the era-
sure probability α is known a priori.
In the channel considered in this paper, there is a feed-
back acknowledgment from the receiver to the transmit-
ter. That is, if a transmission is successful, an acknowl-
edgment bit is sent from receiver to transmitter indi-
cating that the transmission has been successful. The
packet erasure channel with feedback acknowledgment
is an abstract model for the commonly used data trans-
mission technologies, such as the Internet and WiFi.
The objective of [16] and [17] were to design an encoder,
decoder and a controller that resulted in almost sure
asymptotic tracking of the state trajectory as well as
reference tracking of the system (1), as defined below.
These are also the objectives of this paper. For the 2-
DoF robotic manipulator considered as the case study in
this paper, we refer to the almost sure asymptotic track-
ing of the state trajectory as the tele-presence; and we
refer to the almost sure asymptotic reference tracking as
the tele-operation.

Definition 2.1 (Almost Sure Asymptotic Tracking of
the State Trajectory): Consider the block diagram of Fig.
1 described by the nonlinear dynamic system (1) over
the packet erasure channel, as described above. It is said
that the state trajectory is almost sure asymptotically
tracked if and only if there exist an encoder, decoder
and a controller such that the following property holds:
Pr(limt→∞ ‖Xt − X̂t‖ = 0) = 1.

Definition 2.2 (Almost Sure Asymptotic Reference
Tracking): Consider the block diagram of Fig. 1 described
by the nonlinear dynamic system (1) over the packet
erasure channel, as described above. It is said that the
system is almost sure asymptotically track the reference
signal Rt ∈ Rn if and only if there exist an encoder,
decoder and a controller such that the following property
holds: Pr(limt→∞ ‖Xt −Rt‖ = 0) = 1.

Remark 2.3 The above definitions for almost sure
asymptotic tracking and reference tracking (for the case
of Rt = 0) were defined in [15] and latter on they have
been used by others, e.g., [16], [17].

In the following, we briefly describe the coding and con-
trol techniques that we proposed in [16] and [17] for al-
most sure asymptotic tracking and reference tracking of
the nonlinear dynamic system (1) over the packet era-
sure channel. We then explain how they can be imple-
mented on robotic manipulators.
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2.1 Coding and Control Techniques of [16]

The proposed coding technique in [16] is based on the lin-
earization method [20]. By implementing this method,
we presented an encoder, decoder and a sufficient con-
dition on the length of transmitted packets, Rt, at each
linearization zone that guaranteed almost sure asymp-
totic state tracking of the family of the equivalent linear
dynamic systems, which were resulted from the lineariz-
ing the nonlinear dynamic system (1). Note that as in
each linearized zone we deal with a new linear dynamic
system, the length of the transmitted packet is differ-
ent in different linearized zones. Hence, we denote the
length of transmitted packet in the linearized zone j by
R[j]. Having that, the proposed coding technique works
as follows (for the simplicity of the presentation consider
the scalar case).
At the time instant t = 0, we notice thatX0 ∈ [−L0, L0],
where the upper bound L0 is known for both encoder
and decoder; and we fix the rate to be R̄[0]. Then, using
the coding technique that will be described very shortly,

the reconstruction of X0 denoted by ˆ̄X0 is obtained at
the decoder. Due to the existence of the feedback ac-
knowledgment, the encoder also reconstructs ˆ̄X0. Then,
at this time instant (t = 0), the encoder and decoder
linearize the nonlinear dynamic system at the working

point ( ˆ̄X0, U0), U0 = 0, which results in a state space
system matrix A[0] and B[0] for the equivalent linear
model. Then, the encoder and decoder partition the in-
terval [−L0, L0] into 2R[0] equal sized, non-overlapping
sub-intervals and the center of each sub-interval is cho-
sen as the index of that interval (γ0, γ1, ..., γ2

R[0]−1
). Sub-

sequently, the index of the sub-interval that includes
X0 (e.g., γj0 where j0 ∈ {0, 1, ..., 2R[0] − 1}) is encoded
into R[0] bits and transmitted to the decoder through
the packet erasure channel. If the decoder receives this
R[0] bits successfully, it identifies the index of the sub-
interval where X0 lives in; and the value of this index
is chosen as X̂0. Therefore, the decoding error for this
case is bounded above by |X0− X̂0| ≤ V0 = L0

2
R[0]

. But if

erasure occurs, then X̂0 = 0; and therefore, |X0− X̂0| ≤
V0 = L0. Hence, the decoding error can be represented
as follows:

|E0|
.
= |X0 − X̂0| ≤ V0 = M0L0;

M0 =

 1

2
R[0]

, Pr(M0 = 1

2
R[0]

) = 1− α

1, Pr(M0 = 1) = α
(3)

Note that ˆ̄X0 is constructed similarly by implementing

R̄[0] bits. The procedure for the reconstruction of ˆ̄X0

may be repeated several times until we have a successful

transmission for the reconstruction of ˆ̄X0. At the time
instant t = 1, the encoder encodesX1−A[0]X̂0−B[0]U0.
To encode this signal, the interval [−L1, L1] is calculated

as follows:|X1−A[0]X̂0−B[0]U0| = |A[0]X0−A[0]X̂0| =
|A[0]||X0 − X̂0| ≤ |A[0]|V0 = L1. Then, the encoder and

decoder partition the interval [−L1, L1] into 2R[0] equal
sized, non-overlapping sub-intervals and the center of
each sub-interval is chosen as the index of that interval.
When the encoder observes the signal X1 − A[0]X̂0 −
B[0]U0, the index of the sub-interval that includes X1 −
A[0]X̂0−B[0]U0 (e.g., γj1 where j1 ∈ {0, 1, ..., 2R[0]−1})
is encoded into R[0] bits and transmitted to the decoder
through the packet erasure channel. Subsequently, the
decoder constructs X̂1 as follows: X̂1 = γj1 + A[0]X̂0 +

B[0]U0, if M1 = 1

2
R[0]

with the probability of Pr(M1 =
1

2
R[0]

) = 1 − α; and X̂1 = A[0]X̂0 + B[0]U0, if M1 = 1

with the probability of Pr(M1 = 1) = α. Therefore,

|E1|
.
= |X1 − X̂1| ≤ V1 = M1L1;

M1 =

 1

2
R[0]

, Pr(M1 = 1

2
R[0]

) = 1− α

1, Pr(M1 = 1) = α
(4)

For the next step (t = 2), if |E1| ≤ |E0|, this procedure
continues with the equivalent state space matrices A[0]

and B[0] and the packet length R[0]; but if |E1| > |E0|,
then the encoder linearizes the nonlinear dynamic sys-
tem at the new working point (X̂1, U1) that results in the
state space system matrices A[1] and B[1] of the equiva-
lent linear model (i.e., the system (5) with j = 1). The
encoder by sending R[1] 6= R[0] bits through the packet
erasure channel informs the decoder that a new lineariza-
tion has been applied. Therefore, the decoder performs
the same linearization; and the rest of the procedure
continues with the new matrices A[1] and B[1].

Xt+1 = A[0]Xt +B[0]Ut; t ∈ [0, t1),

Xt+1 = A[1]Xt +B[1]Ut; t ∈ [t1, t2)
...

Xt+1 = A[j]Xt +B[j]Ut; t ∈ [tj , tj+1), j ∈ N+

Yt = Xt

(5)

By following a similar procedure, as described above, the
sequence X̂0, X̂1, X̂0, ... are constructed at the decoder.
The vector case (Xt ∈ Rn) was treated similarly in [16].
It has been proved in [16] that if 4tj

.
= tj+1 − tj (j ∈

N+)s are sufficiently large and the packet lengths Rt =
R[j] (t ∈ [tj , tj+1)) satisfy the following inequalities:

(1− α)R[j] >

n∑
i=1

max{0, log2 |λi(A[j])|}; ∀j ∈ N+,

(6)
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Fig. 3. Equal sized, non-overlapping sub-intervals for encod-
ing with rate R = 2 using the coding technique of [17]

then using the above coding technique we have almost
sure asymptotic state tracking. Note that the first con-
dition (i.e., 4tj

.
= tj+1 − tj for j ∈ N+ is sufficiently

large) is satisfied if the sampling period is small com-
pared with the linearization period.
Now, for the nonlinear system (1) suppose that for
each linearized equivalent system, there exists a ma-
trix K[j] such that the matrix A[j] + B[j]K[j] is a sta-

ble matrix (e.g., K[j] = −B+
[j]A[j], where B+

[j] is the

Pseudo inverse). Then, using the proposed coding tech-

nique and the controller Ut = K[j]
ˆ̃Xt + W[j],t where

W[j],t
.
= −B+

[j](A[j]Rt − Rt+1) and ˆ̃Xt
.
= X̂t − Rt for

each linearized system, we have almost sure asymptotic
reference tracking [16].

Remark 2.4 The input to the family of the linearized
systems (5) is the vector Ut, as given above, which in-

volves X̂t. X̂t is the decoder output. And the encoder and
decoder compensate the imperfections due to the trans-
mission of system measurements over the packet erasure
channel, which is an abstract model for the transmission
over the Internet and WiFi communication links.

2.2 Coding and Control Techniques of [17]

The coding and control techniques of [17] work differ-
ently. The coding and control techniques of [17] are
not based on the linearization method and through-
out we transmit with a fixed rate R rather than a
variable rate R[j]. [17] assumes the nonlinear dy-
namic system F (Xt, Ut) is the control affine, that is,
F (Xt, Ut) = F (Xt) + BUt, where F (.) is a piece wise
non-decreasing or non-increasing function (see Fig. 3).
The coding technique of [17] is similar to the coding
technique of [16] for each linearized zone; except it con-
siders the following dynamic Xt+1 = F (Xt) + BUt and

Fig. 4. The robotic manipulator considered as the case study
of the paper

instead of encoding γj it encodes ηj = F−1(γj). It has
been proved in [17] that under some mild conditions on
the transmission rate R, the proposed coding technique
results in the almost sure asymptotic tracking of the
state trajectory. It has been also proved that the control
vector Ut = −B+(F (X̂t) −Rt+1) results in the almost
sure asymptotic reference tracking.

2.3 Applications of the Proposed Techniques on Two-
Link Robotic Manipulators

Now, we implement these coding and control techniques
to the case study of the paper, which is a two-link robotic
manipulator shown in Fig. 4. This type of manipulators
are very common in manufacturing industries. Its dy-
namic is described by the following equation [20] (for the
simplicity of the presentation, we drop the continuous
time dependency index).

H(q)q̈ + C(q, q̇)q̇ + g(q) = τ, (7)

where

H(q) =

(
H11 H12

H21 H22

)
, q̈ =

(
q̈1

q̈2

)
,

C(q, q̇) =

(
−hq̇2 −hq̇1 − hq̇2

hq̇1 0

)
, q̇ =

(
q̇1

q̇2

)
,

g(q) =

(
g1

g2

)
, τ =

(
τ1

τ2

)
,

where

H11 =m1l
2
C1 + I1 +m2[l21 + l2C2 + 2l1lC2 cos(q2)] + I2

H22 =m2l
2
C2 + I2

H21 = H12 = m2l1lC2 cos(q2) + I2 +m2l
2
C2

h=m2l1lC2 sin(q2)

g1 =m1lC1g cos(q1) +m2g[lC2 cos(q1 + q2) + l1 cos(q1)]

g2 =m2lC2g cos(q1 + q2),
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and m1 is the mass of the fist arm, m2 is the mass of
the second arm and g is the earth gravity acceleration
coefficient (i.e., g =9.81).
In order to implement the coding and control techniques
of [16] and [17] to the above manipulator, it is required
that we rewrite the above dynamic in the state space
form. To do that, we define the following states:

x(1) = q1, x
(2) = q2, x

(3) = q̇1, x
(4) = q̇2.

Subsequently, we have the following state space repre-
sentation for the above manipulator:

ẋ(1) = x(3)

ẋ(2) = x(4)

ẋ(3) =
num3

H12H21 −H11H22

num3 = τ2H12 − τ1H22 − g2H12 − hH12x
(3)2
− hH22x

(4)2

+g1H22 − 2hH22x
(3)x(4)

ẋ(4) =
num4

H22H11 −H21H12

num4 = τ2H11 − τ1H21 − g2H11 − hH11x
(3)2
− hH21x

(4)2

+g1H21 − 2hH21x
(3)x(4).

The measurement data from this robotic manipulator is
the vector Y and the control commands is the vector U
described as follows:

Y =


x(1)

x(2)

x(3)

x(4)

 , U =

(
τ1

τ2

)
.

Because the communication network is a digital channel,
we need to sample the measurement data with a fixed
period of T seconds and apply the control commands via
the so called Zero Order Hold (ZOH) [21] with the up-
date period of T seconds. Hence, in the block diagram
of Fig. 1 we should deal with the following equivalent
discrete time dynamic system for the above manipulator
for the implementation of the coding and control tech-
niques of [16] and [17]. The following equivalent discrete
time model is obtained by implementing the Euler’s ap-
proximation method [21]:

x
(1)
t+1 = Tx

(3)
t + x

(1)
t =̇f (1)

x
(2)
t+1 = Tx

(4)
t + x

(2)
t =̇f (2)

x
(3)
t+1 = T (

num3

H12H21 −H11H22
) + x

(3)
t =̇f (3)

x
(4)
t+1 = T (

num4

H22H11 −H21H12
) + x

(4)
t =̇f (4)

Hence, the matrices A[j] and B[j] for the jth linearized
system to be used in the coding and control techniques

of [16] are given by the following matrices.

A[j] =


∂f(1)

∂x(1)

∂f(1)

∂x(2)

∂f(1)

∂x(3)

∂f(1)

∂x(4)

∂f(2)

∂x(1)

∂f(2)

∂x(2)

∂f(2)

∂x(3)

∂f(2)

∂x(4)

∂f(3)

∂x(1)

∂f(3)

∂x(2)

∂f(3)

∂x(3)

∂f(3)

∂x(4)

∂f(4)

∂x(1)

∂f(4)

∂x(2)

∂f(4)

∂x(3)

∂f(4)

∂x(4)

 |(X̂tj
,Utj

)

=


1 0 T 0

0 1 0 T

a31 a32 a33 a34

a41 a42 a43 a44

 |(X̂tj
,Utj

),

a31 =
1

H11H22 −H12H21
(
∂g2

∂q1
H12 −

∂g1

∂q1
H22)

a32 =
∂f3

∂q2

a33 =
T.2H12hx

(3) + T.2H22hx
(4)

H11H22 −H12H21
+ 1

a34 =
T.2H22h(x(3) + x(4))

H11H22 −H12H21

a41 =
−1

H11H22 −H12H21
(
∂g2

∂q1
H11 −

∂g1

∂q1
H21)

a42 =
∂f4

∂q2

a43 =
−T.2H11hx

(3) − T.2H21hx
(4)

H11H22 −H12H21

a44 = 1− T.2H21h(x(3) + x(4))

H11H22 −H12H21
.

B[j] =


∂f(1)

∂τ1

∂f(1)

∂τ2
∂f(2)

∂τ1

∂f(2)

∂τ2
∂f(3)

∂τ1

∂f(3)

∂τ2
∂f(4)

∂τ1

∂f(4)

∂τ2

 |(X̂tj
,Utj

)

=


0 0

0 0
TH22

H11H22−H12H21

−TH12

H11H22−H12H21

−TH21

H11H22−H12H21

TH11

H11H22−H12H21

 |(X̂tj
,Utj

).

Following that a linear controller for each linearized

zone in the form of Ut = −B+
[j]A[j]

ˆ̃Xt + W[j],t,

W[j],t = −B+
[j](A[j]Rt−Rt+1), ˆ̃Xt = X̂t−Rt is obtained

for the tele-operation of the two-link manipulator.
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Now, let Xt =


x

(1)
t

x
(2)
t

x
(3)
t

x
(4)
t

, X̂t =


x̂

(1)
t

x̂
(2)
t

x̂
(3)
t

x̂
(4)
t

 (which is

the decoder output), d1 = H̄12H̄21 − H̄11H̄22 and
d2 = H̄22H̄11 − H̄21H̄12, where

H̄11 = m1l
2
C1 + I1 +m2[l21 + l2C2 + 2l1lC2 cos(x

(2)
t )] + I2

H̄22 = m2l
2
C2 + I2

H̄21 = H̄12 = m2l1lC2 cos(x
(2)
t ) + I2 +m2l

2
C2

h̄ = m2l1lC2 sin(x
(2)
t )

ḡ1 = m1lC1g cos(x
(1)
t ) +m2g[lC2 cos(x

(1)
t + x

(2)
t )

+l1 cos(x
(1)
t )]

ḡ2 = m2lC2g cos(x
(1)
t + x

(2)
t ).

Let also F (Xt) =


f (1)

f (2)

f̄ (3)

f̄ (4)

, where

f̄ (3) =
num5

d1
,

num5 = −ḡ2H̄12 − h̄H̄12x
(3)
t

2
− h̄H̄22x

(4)
t

2
+ ḡ1H̄22

−2h̄H̄22x
(3)
t x

(4)
t

f̄ (4) =
num6

d2
,

num6 = −ḡ2H̄11 − h̄H̄11x
(3)
t

2
− h̄H̄21x

(4)
t

2
+ ḡ1H̄21

−2h̄H̄21x
(3)
t x

(4)
t .

Also, let

B̄ =


0 0

0 0

− H̄22

d1
H̄12

d1

− H̄21

d2
H̄11

d2

 .

Then, the nonlinear controller equipped with the coding
technique of [17] that results in the tele-operation of the
two-link manipulator is given by

Ut = −B̄+(F (X̂t)−Rt+1).

3 Simulation Results

In this section we evaluate the performances of the pro-
posed coding and control techniques applied to the case

Fig. 5. The reference signal and the trajectory taken by the
manipulator for q2 when the reference trajectory is non-s-
mooth, α = 0, T = 0.01 and the coding and control tech-
niques of [16] are used

study of the paper in the presence of severe communica-
tion imperfections, which are common in the industrial
environments. For the simulation purposes we choose
the following parameters for the two-link manipulator of
Fig. 4, which is the case study of the paper. These pa-
rameters were borrowed from [22]. Table 1 presents the
parameters of the manipulator for the actual case (i.e.,
when its end-effector carries a pre-defined load) as well
as the nominal case (i.e., when its end-effector does not
carry any load). Note that the coding and control tech-
niques are designed based on the nominal and actual
dynamics following the status of the end-effector of the
manipulator of the case study.

Table 1
Actual And Nominal Parameters

Parameter Actual Nominal

m1 4 Kg 3.2 Kg

m2 2 Kg 2.4 Kg

l1 0.5 m 0.5 m

l2 0.25 m 0.25 m

lC1 0.25 m 0.3 m

lC2 0.15 m 0.1 m

I1 1 Kg m2 1.2 Kg m2

I2 0.8 Kg m2 0.6 Kg m2

Throughout this section it is assumed that the torques,
which are applied on the manipulator joints are subject
to operational constraints. That is, |τ1| ≤ 6.4N.m and
|τ2| ≤ 2.9N.m. Also, the rate of change of torques for
T = 0.01 is limited up to 0.03 N.m (for T = 0.1 it is

therefore limited up to 0.3 N.m). We also set L
(1)
0 = π

6 ,

L
(2)
0 = π

100 and q̇1(0) = q̇2(0) = 0 (therefore, L
(3)
0 =

8



Fig. 6. The required torque for joint 1 when reference tra-
jectories are non-smooth, α = 0, T = 0.01 and the coding
and control techniques of [16] are used

Fig. 7. The required torque for joint 2 when reference tra-
jectories are non-smooth, α = 0, T = 0.01 and the coding
and control techniques of [16] are used

L
(4)
0 = 0). We also setX0 = 0 for simulations. Moreover,

for the coding and control techniques of [16] we set R̄[0] =

22 and for those of [17] we set R̄ = 6. Note that for the
remote reference tracking, q1, q2, q̇1 and q̇2 are sampled
with the sample period of T seconds and transmitted to
the remote controller.

3.1 The Performance under the Coding and Control
Techniques of [16]

Under the above conditions, for the case of α = 0 and
T = 0.01 we implement the aforementioned coding and
control techniques of [16]to track the reference signals
for q1, which is π

8 , and q2 as shown in Fig. 5 by dashed
trajectory. For the time interval of 0 to 15 seconds the
nominal dynamic is simulated and for the interval of 15
to 23.75 seconds the actual dynamic is simulated, then

Fig. 8. The reference signal and the trajectory taken by the
manipulator for q1 subject to the the operational constraints
when reference trajectories are non-smooth, α = 0, T = 0.01
and the coding and control techniques of [16] are used

Fig. 9. The reference signal and the trajectory taken by the
manipulator for q2 subject to the operational constraints
when reference trajectories are non-smooth, α = 0, T = 0.01
and the coding and control techniques of [16] are used

for the time interval of 23.75 to 32.5 the nominal dy-
namic is simulated and for the next time interval of 32.5
to 41.25 the actual dynamic is simulated and so on and
so forth. That is, the manipulator frequently picks up a
pre-defined object and moves it and then returns to pick
up and move another similar object. When it carries this
object, its dynamic is described by the actual dynamic
and when it returns to pick up another similar object,
its dynamic is the nominal dynamic. This is a typical
scenario for the robotic manipulator of the case study
as it very often moves a pre-defined load and after drop-
ping this load, it returns to its initial position to pick
up, move and drop another similar load. Fig. 5 also il-
lustrates the trajectory for q2 taken by the manipulator
(solid line). As it is clear from this figure we have an ex-
cellent quality of the reference tracing. We have similar
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Fig. 10. The smooth version of the reference signal and the
trajectory taken by the manipulator for q1 when α = 0,
T = 0.01 and the coding and control techniques of [16] are
used

Fig. 11. The smooth version of the reference signal and the
trajectory taken by the manipulator for q2 when α = 0,
T = 0.01 and the coding and control techniques of [16] are
used

excellent quality of reference tracking for q1. But, this
excellent quality comes with a price. Fig. 6 and Fig. 7 il-
lustrate the required torques for this reference tracking.
Due to the operational constrains the robotic manipu-
lator of the case study obviously is not able to execute
these required torques; and what we get are the results
reported in Fig. 8 and Fig. 9.

Now, in order to satisfy the operational constrains, we
implement the smooth version of the reference signals as
they are shown in Fig. 10 and Fig. 11. Fig. 12 and Fig. 13
illustrate the required torques for having this excellent
quality of the reference tracking. As it is clear from these
figures, by smoothing the reference signals, the upper
bound constraints on torques are satisfied; but the rate
constraints are not satisfied. Nevertheless, when these

Fig. 12. The required torque for joint 1 when reference tra-
jectories are smooth, α = 0, T = 0.01 and the coding and
control techniques of [16] are used

Fig. 13. The required torque for joint 2 when reference tra-
jectories are smooth, α = 0, T = 0.01 and the coding and
control techniques of [16] are used

torques are applied by the manipulator to its joints by
considering the rate and the upper bound constraints,
we get a very similar result for the reference tracking as
shown in Fig. 10 and Fig. 11 with the applied torques
shown by Fig. 14 and Fig. 15. This indicates that our
modified method, which is based on smoothing the ref-
erence signal results in a satisfactory performance. Note
that whenever the value of the required torque passes
the upper bound constraint, the upper bound is applied
by the manipulator. Similarly, when the rate of change
of torque passes its bound, the rate of change of torque is
limited to the plus or the minus of the maximum allow-
able rate of change of torque (e.g., ±0.03 for T = 0.01).
Now, we evaluate the tele-presence and tele-operation
performances in the presence of severe random packet
drop out with the erasure probability of α ∈ [0, 1). That
is, when sensor data is not received at the destination
with the probability of α.100%. For the fair comparison,
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Fig. 14. The applied torque on joint 1 by considering the op-
erational constraints when reference trajectories are smooth,
α = 0, T = 0.01 and the coding and control techniques of
[16] are used

Fig. 15. The applied torque on joint 2 by considering the op-
erational constraints when reference trajectories are smooth,
α = 0, T = 0.01 and the coding and control techniques of
[16] are used

we define the following Root Sum Square Error (RSSE)
criterion [17]:

RSEE =

√√√√t=50/T∑
t=0

((x
(1)
t − r

(1)
t )2 + (x

(2)
t − r

(2)
t )2).

For the case of T = 0.01 seconds and α = 0 (Fig. 10 to
Fig. 15), RSSE = 0.0568 (without considering the op-
erational constraints) and RSSE∗ = 1.5921 (by consid-
ering the operational constraints). For the other cases,
the RSSEs are reported in Table 2. Table 2 indicates
that even for the extremely severe communication im-
perfections, the quality of the reference tracking is as
excellent as the case of α = 0. Nevertheless, this comes
with a price for the severe cases. While for very small

Table 2
RSSEs for T = 0.01 when the coding and control techniques
of [16] are used. RSSE: Without considering the operational
constraints. RSSE∗: By considering the operational con-
straints.

α RSSE RSSE∗

0 0.0568 1.5921

0.1 0.0562 1.5628

0.2 0.0584 1.5752

0.5 0.0562 1.5631

0.75 0.059 1.5630

0.9 0.0562 1.5342

0.99 0.0568 1.5630

α, the length of transmitted packets is 4 or 5 bits, for
α = 0.99, this number is 20 or 21 bits.
It is desirable to increase the sampling period to increase
the life time of the processors and also be able to use
cheaper processors. Nevertheless, it has been shown in
[16] for autonomous vehicles that by increasing the sam-
pling period the quality of the reference tracking is get-
ting worse. This is a direct consequence of the stability
requirement of switching systems as discussed in [16].
For the case of α = 0.5, the effects of different sampling
periods in RSSE are reported in Table 3. From Table

Table 3
RSSE for α = 0.5 when the coding and control techniques
of [16] are used.

T RSSE

0.01 0.0562

0.1 0.5616

0.2 1.1256

0.5 2.8701

1 6.0510

2 13.3120

3, it is clear that by increasing the sampling period, the
quality of the reference tracking is getting worse, as it is
expected.

3.2 The Performance of the Coding and Control Tech-
niques of [17]

Computer simulation illustrates that the coding and
control techniques of [17] for the reference trajectories,
as shown in Fig. 10 and Fig. 11, are not able to satisfy
the bound constraints on torques. Therefore, through-
out this section, we focus on the reference trajectories
as shown in Fig. 16 for q2 and π

2 for q1. Fig. 17 and Fig.
18 illustrate the applied torques on manipulator joints
for tracking these reference trajectories. Note that the
coding and control techniques of [17] can not satisfy the
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Fig. 16. The smooth version of the reference signal and the
trajectory taken by the manipulator for q2 when α = 0,
T = 0.01 and the coding and control techniques of [17] are
used

Fig. 17. The applied torque on joint 1 by considering the op-
erational constraints when reference trajectories are smooth,
α = 0, T = 0.01 and the coding and control techniques of
[17] are used

bound constraints on torques for the reference trajecto-
ries as shown in Fig. 10 and Fig. 11; and the coding and
control techniques of [16] cannot also satisfy the bound
constraints on torques for the reference trajectories as
shown above.

Table 4 and Table 5 are the counterparts of Table 2
and Table 3 for the above reference trajectories when
different α s and sample periods are implemented.

4 Conclusion and Future Research Direction

In this paper we illustrated the applications of the cod-
ing and control techniques of [16] and [17] in the tele-
presence and tele-operation of the 2-DoF robotic ma-
nipulators over the packet erasure channel. It has been

Fig. 18. The applied torque on joint 2 by considering the op-
erational constraints when reference trajectories are smooth,
α = 0, T = 0.01 and the coding and control techniques of
[17] are used

Table 4
RSSEs for T = 0.01 when the coding and control techniques
of [17] are used. RSSE: Without considering the operational
constraints. RSSE∗: By considering the operational con-
straints.

α RSSE RSSE∗

0 4.2764 4.2665

0.1 4.2764 4.2664

0.2 4.2766 4.2665

0.5 4.2764 4.2665

0.75 4.2763 4.2664

0.9 4.2765 4.2666

0.99 4.2764 4.2665

Table 5
RSSE for α = 0.5 when the coding and control techniques
of [17] are used.

T RSSE

0.01 4.2987

0.1 8.8922

0.2 9.2540

0.5 12.2443

1 20.1553

2 180.8478

illustrated that these techniques result in satisfactory
performances even in the presence of sever communica-
tion imperfections provided the bound constraints on
applied torques is satisfied. The techniques presented
in [16] provides a slightly better tracking performance
compared to the other technique presented in [17]; but
it requires frequent model updates, higher bit rate and
variable bit rate.
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The coding techniques of [16] and [17] can be combined
with other nonlinear controller techniques, such as the
technique presented in [26] developed for controlling
robotic manipulators subject to the bounded torque
constraint in order to achieve better tele-presence and
tele-operation performance. This is left for future inves-
tigation.
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