Abstract—The LoRa technology is considered as one of the most potential solutions for IoT in the near future. The existing LoRa networks are based on the star topology. In this paper, a tree network adopted for the LoRa technology and a communication protocol are proposed to mitigate the energy consumption constraints. In the proposed network, the nodes are self-configured based on the LoRa physical link behavior and can act as relays to propagate data from other nodes. The analysis, design, and evaluation of the proposed architecture for large scale LoRa networks are presented in detail. With analytical studies, the energy consumption of the star and tree LoRa networks are compared. The presented analytical results can provide developers with effective guidelines for scalable design and optimization of LoRa networks. Further, the results are verified using simulation and experimental tests. Both simulation and experimental results confirm that the presented method improves the energy consumption of the entire IoT network significantly. As a result, the presented tree network can be deployed in various applications.
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I. INTRODUCTION

THE Internet of things (IoT) is an emerging technology, encompassing wide aspects of applications. It provides intelligent connections between objects, devices, and living creatures. The IoT applications require low-cost, low-energy, reliable, robust, secure, and scalable networks. The IoT devices are mostly powered by limited energy sources like batteries. Therefore, optimizing their power consumption is necessary. There are many technologies such as NB-IoT, Sigfox, ZigBee, LoRa, and Bluetooth that enable IoT deployment [1], [2], [3]. LoRa is one of the promising low-power wide area network (LPWAN) technologies promoted by the LoRa alliance. It has attracted a great deal of interest in the field of IoT. It provides a flexible, easily configurable, and inexpensive network among IoT nodes. The LoRa modulation is based on the chirp spreading spectrum (CSS). In this technology, the signal is spread over a wide frequency band. The slope of the chirps is determined by the spreading factor (SF) [4]. In this technology, there is a tradeoff between the data rate and the sensitivity, which can be adjusted by setting the SF value. Besides, LoRa signals with different spreading factor values are quasi-orthogonal to each other [5], [6]. The typical LoRa topology is based on a star network [7]. It is a single-hop network based on the ALOHA protocol in which nodes communicate whenever its needed. Many strategies are proposed for the performance enhancement of the LoRa network. The Adaptive Data Rate (ADR) method is introduced by LoRa alliance for data rate, air time, and energy consumption optimization. This method has drawbacks in dense and high varying wireless environments [8]. The LoRa technology is expected to offer energy-efficient networks with a high number of low-power devices, distributed in large geographical areas [9]. The tree-based LoRa network proposed in this paper improves the energy consumption of the network. Also, it extends the network coverage and increases the communication reliability. To investigate and validate the performance of the proposed algorithms, the tree and star LoRa networks are modeled, simulated and implemented. The analytical and simulation results reveal that the energy consumption of the LoRa network with 100 nodes in the tree topology is around 79% and 84% below that of the star topology, respectively. The efficiency of the tree network degrades by decreasing the number of the nodes. For instance, The improvement percentage of energy consumption of the tree network with 35 nodes obtained from analytical, simulation, and experimental results is around 58%, 69%, and 46%, respectively.

This paper is organized as follows. Some of the recent studies on energy efficiency of wireless sensor networks (WSNs) are reviewed in Section III. Section III introduces the LoRa basics in detail. Also, some related works in LoRa WSN are presented. Section IV presents the proposed energy reduction algorithms for the star and tree-based LoRa network. The analytical studies of the proposed algorithms are provided in Section V. In the next section, the simulation results are presented. Section VII focuses on the implementation, experimental results and key features of the proposed algorithms. Finally, the conclusions are given in Section VIII.

II. ENERGY EFFICIENCY IN WSNs

The energy consumption is one of the main concerns of WSNs; it is desirable to keep the overall energy consumption as low as possible. The structure of the network varies based on the communication technology, number of the nodes, environment, the application requirements, and the available resources. WSN typologies are generally divided into the two main categories of centralized and distributed networks. In a centralized network, the central unit has multiple options to improve the energy efficiency. These options include data reduction, protocol overhead reduction, energy-efficient routing, duty cycling, and topology control [10]; the literature in each of these options is quite rich. In hierarchical protocols such as HEED [11] and EECHA [12], nodes are clustered
with each cluster having a head. The communication primarily takes place within the cluster and the head is responsible for all intra-cluster communications. To balance the load on clusters, chains of nodes are formed after selecting the optimal cluster head. In [13], an unequal clustering with a multi-path algorithm and multi-hop communication is deployed. This approach, however, suffers from increased processing overhead and data redundancy. For IoT applications, new routing protocols such as AODV [14] are proposed; unfortunately, metrics such as load balance and energy efficiency are not emphasized much in these protocols. Among other recent routing strategies one can name the optimized link state routing protocol (OLSR) [15], the destination-sequenced distance vector routing protocol (DSDV) [16], the dynamic source routing (DSR) [17], and the zone routing protocol (ZRP) [18]. To evaluate the energy consumption of each protocol, the specific application, the physical layer technology and the available resources shall be taken into account. In terms of energy loss, the hierarchical network strategies are typically superior than the flat strategy (non-hierarchical) because of the latency factor. However, the flat strategy has the performance advantage because of the lower level of overhead requirements.

In the next section, we shall address the issue of energy consumption in a LoRa network.

III. LORA BASICS

A. LoRa Modulation

LoRa is one of the most successful LPWAN technologies which can operate in sub-GHz frequency bands [19]. The long range, high robustness, multipath resistance, and low power communication are the key features. The communication performance of LoRa transceiver is achieved by properly setting the configurations, including the bandwidth, the spreading factor, the coding rate, and the transmission power.

1) Bandwidth: The LoRa transceiver (SX1276) has programmable bandwidth in the range of 7.8 kHz to 500 kHz. However, according to LoRaWAN specifications, typical LoRa networks mainly use bandwidth settings of 500 kHz, 250 kHz, and 125 kHz. Moreover, a temperature compensated oscillator is required for bandwidths below 62.5 kHz [20]. Therefore, only typical bandwidth settings (500 kHz, 250 kHz and 125 kHz) are considered in this study. The sensitivity and data rate of LoRa links are inversely and directly related to the bandwidth, respectively [21].

2) Spreading Factor: The ratio between the symbol rate and chip rate is called the spreading factor in LoRa terminology. The higher signal to noise, and thus higher communication range and higher sensitivity are achieved by increasing the value of spreading factor. Note that different nodes in the same LoRa network can use different spreading factors, as links with different spreading factors are quasi-orthogonal and the resulting interference is mainly tolerable [22]. While the spreading factor can take values from 6 to 12, the case of $SF = 6$ is rarely used in typical LoRa networks ($SF = 7$ to $SF = 12$ are selected according to LoRaWAN specifications). The symbol rate $R_S$ can be obtained from (1),

$$R_S = \frac{BW}{2^{SF}}$$

where $BW$ and $SF$ are the bandwidth and the spreading factor, respectively [23].

3) Coding Rate: The LoRa technology supports forward error correction to provide protection against bursts of interference. A higher protection level is achieved by a higher coding rate. The coding rate value can be tuned between 1 and 4. The bit-rate $BR$ of LoRa is computed as:

$$BR = SF \cdot \frac{4}{1+CR} \cdot \frac{BW}{2^SF},$$

where $CR$ is the value of the coding rate [24].

4) Transmission power: The LoRa transmission power can be adjusted from $-4$ dBm to $+20$ dBm. Both the power consumption and the communication range are increased by increasing the transmission power. It should be noted that, the transmission powers above $+17$ dBm shall be checked with regulatory constraints [21].

B. LoRaWAN network topology

The LoRaWAN network consists of nodes, gateways, and a network server. The nodes are connected to the gateways using the ALOHA protocol as a medium access mechanism. The gateways are linked to a network server via an IP protocol. The gateways are more expensive than the nodes because they must be able to receive messages from multiple channels simultaneously which may have different configurations. The network server is responsible for collecting and decoding the packets sent by the nodes. It can control the network by sending back the appropriate packets to the nodes [25].

Three different classes of nodes named as A, B, and C are defined in LoRaWAN specification. In class A, a node starts an up-link transmission followed by two short down-link receive windows. The nodes of class B have periodic receive windows at scheduled times. The class C nodes have continuous open receive windows after transmitting a message to the gateways [26].

C. LoRa physical frame format

The structure of LoRa physical frame packet format which is defined by LoRaWAN is initiated by a preamble followed by a PHY header and an optional header. The preamble begins with a sequence of up-chirs. The synchronization word is determined by the last two up-chirs. The size of the payload, the code rate of the rest of the frame, and the presentation of the CRC for the payload is determined by the header. Next, the payload and optional CRC are sent [21]. The number of symbols for transmitting the payload $n_{pl}$ is determined by (3). The total size of the packet in symbols $n_{packet}$ is computed by adding $n_{pl}$ to the number of preamble symbols $n_{pm}$ [21]:

$$n_{pm} = 8+ \max \left(0, \left\lceil \frac{8PL-4SF+28+16CRC-20IH}{4(SF-2DE)} \right\rceil (CR + 4) \right),$$

$$n_{packet} = n_{pl} + n_{pm},$$

where $PL$ is the number of payload bytes, $IH = 0$ when the header is enabled and it is equal to 1 when no header is present. $DE$ is 1 if the data rate optimization is activated, otherwise it is equal to 0 [21].
D. Path Loss model

The communication range depends on the path loss, transmission power, and the receiver sensitivity. Obtaining a comprehensive path loss model is a great challenge, since it is highly dependent on the temperature, the environment, and weather conditions. In this study, the common log-distance path loss model described in [5] is adopted [20], [27], [28]:

\[ L_{pd} = L_{pd}(d_0) + 10\gamma\log_{10} \left( \frac{d}{d_0} \right) + X_\sigma \ [dB], \]  

(5)

where \( d_0 \) is the reference distance, \( L_{pd}(d_0) \) is the mean path loss at reference distance, \( \gamma \) is the path loss exponent, and \( X_\sigma \) is a normal (Gaussian) random variable with zero mean, reflecting the attenuation (in decibel) caused by flat fading [29]. If we only consider \( X_\sigma \) (slow fading or shadowing), the path-loss follows a normal distribution with variance \( \sigma^2 \) which results in a log-normal distribution of the received power. For fast fading and multi-path propagation, the received power is modeled by a Rayleigh distribution or Ricean random variable [30]. If the received power at the receiver side exceeds the threshold of the receiver sensitivity, then the data transfer is counted as successful. In this study, we measure the sensitivity of the receiver and path loss parameters in an experimental setup. For this purpose, we establish a link between two LoRa transceivers by using one of them as a transmitter and the other as a receiver. The transmitter sequentially sends packets with all feasible choices of the bandwidth, spreading factors, and transmission power. The sensitivity of LoRa receiver is then, measured as the minimum RSSI value at the receiver side. Next, we find the difference between the transmitted and received powers to estimate the path loss parameters \( d_0 \), \( L_{pd}(d_0) \), \( \gamma \), and \( \sigma \) via curve fitting. To ensure about the validity of the estimated values, the above test is repeated multiple times using different distances between the transmitter and the receiver.

E. Related works

The multi-hop communication is a known technique, and is even applied to the LoRa network. Here, we review some of the recent multi-hop communication studies for LoRa network.

The RPL-based multi-hop LoRa network is presented as an extension to RPL [31]. The packet delivery ratio of the network for a test setup of four LoRa transceivers is measured. The use of concurrent transmission (CT) multi-hop protocol in LoRa, called CT-LoRa, allows multiple nodes to transmit the same packets simultaneously; the transmitted packets are delayed by a randomly generated time offset. Simulation results indicate that CT-LoRa can improve the packet delivery ratio from 51% to 77% in a network with four LoRa transceivers [32]. Another variant called LoRaBlink employs a time-slotted channel access MAC protocol. The time synchronization is performed by beacons and each time frame contains 2 slots: one reserved for the information about the hop distance and the other for the actual data. The successful packet delivery ratio of this method is measured around 80% [33]. Moreover, a mesh network is adopted to decrease the number of required base stations [34]. In this setup, three strategies are considered for the LoRa nodes after receiving a packet: if the LoRa node is final destination of the packet, then, it processes the packet; if the LoRa node is within the routing path of the packet, then, the node acts as a relay; if neither of the two previous conditions hold, the LoRa node ignores the packet. A simulated experiment with 19 LoRa transceivers reveals that the mesh topology improves the packet delivery ratio of the network compared to the star topology. Moreover, the hybrid LoRa mesh/LoRaWAN network is developed to improve the communication range in shadow areas when a regular LoRaWAN node is not reachable [35]. In another study, the transmission power and the packet delivery rate of the nodes are improved by deploying a two-hop network compared to the standard single-hop network [36].

IV. PROPOSED ENERGY REDUCTION ALGORITHMS

The LoRa network is mainly deployed in areas with moderate to high density of static or semi-static sensors that transmit low-rate data. Besides, the delay is mostly tolerable in such networks. However, the energy consumption is a critical issue that might restrict the implementation of LoRa in many scenarios. To the best of our knowledge, optimizing the energy consumption without modifying the physical layer of the LoRa protocol is not studied in the past. We should highlight that the routing strategy in multi-hop LoRa communication is greatly influenced by the objective function; in particular, maximizing the throughput (reducing network interference, packet loss, etc) or minimizing the number of required base stations does not necessarily minimize the energy consumption.

In this paper, we devise a routing scheme by taking into account the specificities of a typical LoRa WSN:

- Multiple nodes can send their data to a single node; the latter node shall wait to receive all the data before starting to transmit anything. This might increase the delay in the network. However, it is not an issue in LoRa WSN.
- The sensors are mainly static; therefore, the routing scheme is not required to be evaluated (or updated) continuously (constrained by power budget). In other words, the routing scheme is mainly a preprocessing step here which could be optimized.
- The number of sensors is large enough that a probabilistic model can fairly predict the average energy consumption of the network (no need for checking the worst-case scenarios).
- The energy consumption is the main objective. As a result, a node is not allowed to use other nodes located further away from the base station as relay (which might have channels with smaller overall delay).

A. Star topology

In the star topology, each node communicates with the base station independently. The range of the communication is limited to one hop and it is defined by a transmission range of a single node. In this study, \( N \) nodes are placed randomly around
a base station. The nodes are configured to reduce network power consumption. The settings of each node are determined by its distance to the base station. The proposed algorithm for minimizing the energy consumption of each node is as follows:

1) The path loss is calculated using (5), by knowing the distance of the node from the base station.
2) The energy consumption is calculated using (6) for all acceptable settings of the bandwidths, spreading factors, and transmission powers, which applies to the condition described in (7) and (8):

\[
E_{TX} = P_{TX} \times t_{TX}, \quad E_{RX} = P_{RX} = P_{TX} - L_{pl}(d), \quad P_{RX} > \text{sensitivity}_{RX},
\]

where \(E_{TX}\) is the transmission energy, \(P_{TX}\) is the transmission power, \(t_{TX}\) is the transmission time, \(P_{RX}\) is the reception power, and \(L_{pl}(d)\) is the the path loss at distance \(d\). The LoRa receiver sensitivity depends on the selected bandwidth and spreading factor. Increasing the spreading factor increases the receiver sensitivity, whereas increasing the bandwidth decreases LoRa receiver sensitivity [21].

3) The bandwidth, spreading factor, and transmission power of each node is set by finding the combination that minimizes \(E_{TX}\).

Therefore, by applying the proposed algorithm, the setting of each node is determined independently. As a result, the energy consumption of the network will be reduced compared to the conventional star topologies such as ADR method.

### B. Tree topology

In the tree topology, the nodes can act as relays to propagate the data from nodes farther from the base station in a hierarchy. The highest level of the hierarchy consists of the nodes furthest away from the base station. These nodes shall be connected to the nodes in their communication range that are closer to the base station. The same strategy is applied to the nodes in the next hierarchy levels, until the packets reach the base station. Therefore, data packets may pass through multiple nodes to reach the base station. The primary advantage of this topology is the broad area coverage, since the range is not limited to the transmission range of a single node. However, this approach is more complex than the star network and the latency might be increased due to multiple hops from a sensor to the base station. The energy consumption of the network can also be reduced by considering the LoRa physical layer specifications. The proposed algorithm for minimizing the energy consumption of the tree topology is as follows:

1) The setting of each node is determined using the proposed algorithm for star networks.

2) The energy consumption of the nodes are calculated based on the transmission power and transmission time using (7).

3) The average energy consumption of the network is calculated.

4) The data sent from the nodes with energy consumption above the average is re-routed to their nearest node which is closer to the base station. The latter node is called the destination node.

5) In the updated network, the destination node receives all such possible data and sends them along with its own data.

6) Repeat steps 3-5 for a pre-defined number of iterations (In the experiment conducted by the authors, the iteration is repeated 4 times.)

A sample node placement with both the tree and star network routing topologies is shown in Fig. 1.

### V. ANALYTICAL STUDY

The performance of the LoRa network is influenced by many factors like the location of the nodes, the link quality, and size of the packet. Therefore, the distributed topology is chosen for evaluating the performance of the proposed star and tree LoRa networks. Without loss of generality, It is assumed that the base station is located at (0, 0) and all \(N\) nodes are uniformly and independently distributed on a circular area defined by \((r, \varphi)\) points (in the polar coordinates), where \(R_a < r < R_b\). \(R_b\) is selected according to the LoRa communication range in rural areas and \(R_a\) is a lower-bound to prevent the placement of a node very close to the base-station. Hence, the nodes are scattered in an area of size

\[
A = \pi (R_b^2 - R_a^2).
\]

This implies that the polar coordinate \((r, \varphi)\) of the nodes are distributed as:

\[
r^2 \sim \text{Unif} (R_a^2, R_b^2), \quad \varphi \sim \text{Unif} (0, 2\pi),
\]

We further assume that the nodes are stationary and the topology of the network remains unchanged over the time. Let \(\{V_i\}_{i=1}^n\) denote the nodes (no specific order), and let \(\{E_i\}_{i=1}^n\) represent the required energy for a packet to reach the base station from \(V_i\) (which depends on the transmission strategy).
The average energy consumption of the network when all nodes transmit a single packet is given as:

$$\bar{E}_N = \frac{E(E_1 + \cdots + E_N)}{N}$$

where $E(r, n)$ is the energy required for a packet to reach the base station from a node in distance $r$ to the base station in the $n$-node network. Here, the symmetry of the $V_i$ in the last equality is used. To further simplify (10), the star and tree are topologies considered separately.

### A. Star topology

A node can establish a wireless link with the base station if its distance to the base station is less than the LoRa communication range. The probability density function (pdf) of the distance $r$ between a random node on the disk and the center of the disk is obtained as:

$$p(r) = \begin{cases} \frac{2r}{R_a^2 - R_b^2} & R_a < r < R_b \\ 0 & \text{otherwise} \end{cases}$$

In the star topology, each node is self-configured by applying the proposed algorithm for the star topology. As a result, the energy consumption of the nodes is optimized independently. Evidently, the energy consumption of the node is directly linked with its distance $r$ to the base station. The optimized energy consumption $E_{*1r}$ is shown in Fig. 2. Here, the optimization is applied to the spreading factor, the bandwidth, and the transmission power (allowed values by the LoRa standard). Due to the discrete choice of the parameters, the overall graph is piecewise constant with 34 jumps. The average energy consumption of the LoRa star network per packet is given in (12).

$$\bar{E}_{N,\text{star}} = \frac{1}{(R_b^2 - R_a^2)} \sum_{i=1}^{34} (r_i^2 - r_{i-1}^2) E_{*1r=\{r_{i-1}^2 + r_i^2\}}$$

where $r_0 = R_a$ and $r_i$ for $i \geq 1$ is the location of the $i$th jump in Fig. 2. To interpret $\bar{E}_{N,\text{star}}$ in a numerical form, we set $R_a = 500$ m and $R_b = 14200$ m which are selected according to the LoRa communication range in rural areas. With this choice, the following equations are obtained:

$$\bar{E}_{N,\text{star}} = 0.7393 \text{ [Joules]}$$

### B. Tree topology

In the tree topology, the nodes collaborate in the transmission to avoid a node located far from the base station, transmitting over the long distance. Therefore, we use a routing protocol. To make the analysis simple, we devise the following scheme: we first fix the parameters $0 < \alpha < 1$ and $0 < \theta < \pi$. Then for each node $V_i$ located at polar coordinate $(r, \phi)$, we consider the region $R_a < r < r_{\alpha}$ and $|\phi - \phi_{\star}| \leq \theta$, where $R_a$ is the lower-bound to prevent the placement of a node very close to the base-station. In words, this region is a circular sector around the base station with central angle $2\theta$ and maximum radius $r_{\alpha}$ (see Fig. 3). Our strategy is that $V_i$ sends all its packets to a relay node in this region. More specifically, the relay node for $V_i$ is the closest node to $V_i$ in this region; in case this region is empty of nodes, then, $V_i$ transmits directly to the base station.

As shown in Fig. 3 let $A_1, O, A_2$, and $B_1$ be the corner points of the mentioned region ($R_a < r < r_{\alpha}$ and $|\phi - \phi_{\star}| \leq \theta$). For illustration of the technique, let the region $A_1 O A_2 B_1$ (denoted by $I$) be radially divided into $k$ narrow rings $I_1, I_2, \ldots, I_k$ ($k \gg 1$). First note that the area of $I$ is $\theta((r_{\alpha})^2 - R_a^2)$; therefore, the probability that this region is empty of nodes is given by (14) (all $n$-I nodes besides $V_\star$ shall fall in the remainder of the disk).

$$\mathbb{P}_{I,e} = \left( 1 - \frac{\theta((r_{\alpha})^2 - R_a^2)}{\pi(R_b^2 - R_a^2)} \right)^{n-1}$$

Thus, with probability $\mathbb{P}_{I,e}$, the node $V_\star$ forms a direct link with the base station. Similarly, with probability $\mathbb{P}_{I,ne} = 1 - \mathbb{P}_{I,e}$, region $I$ contains at least one node which shall act as a relay for $V_\star$.

Now, the energy required for a packet to reach the base station from $V_\star$ is the sum of the energies from $V_\star$ to the relay node and from this relay node to the base station (the relay node might also use other relay nodes). As the relay node is located in one of the $I_k$s, we use the upper bound $|V_i A_i|$ for the distance between $V_\star$ and a relay node in $I_k$.

To further proceed, let $E_{(i,j)}(r)$ be the average energy consumption per packet of a node placed at distance $r$ from the base station, where the average is over all possible placements.
of the remaining $i$ nodes (all possible configurations). Below, we first upper-bound $E_{(i)}(r)$, and then average it over $r$:

$$E_{(n)}(r_s) \leq 
\sum_{i=1}^{k} \left[ \frac{\mathbb{P}(I_{i,n} \& I_{1,e} \ldots I_{(i-1),e} \mid I_{ne}) \times (E_{s}|r=r_s)}{\mathbb{P}(I_{i,n} \& I_{1,e} \ldots I_{(i-1),e} \mid I_{ne})} \right]$$

where $f(x) = \left(1 - \frac{\theta((r_s, \alpha)^2 - (r_s, \alpha - x)^2)}{\pi(R_o^2 - R_s^2)}\right) n^{-1}$. Therefore, if we rewrite (15) using (16) and (17), we have:

$$E_{(n)}(r_s) \leq \mathbb{P}_{I,e} \times E_s|_{r=r_s} + \frac{1}{\mathbb{P}_{I,e}} \sum_{i=1}^{k} \left( \frac{f((i-1)\Delta r) - f(i\Delta r)}{\Delta r} \right) \times (E_{s}|_{r=r_s} + E_{(n-1)}(r_i) \times \Delta r)$$

If we let $\Delta r \to 0$, we have that:

$$E_{(n)}(r_s) \leq \mathbb{P}_{I,e} \times E_s|_{r=r_s} - \int_{x=0}^{r_s} f'(x) \left[E_{s}|_{r=|VA_i|} + E_{(n-1)}(r_s - x)\right] dx$$

where $|VA_i| = \sqrt{r_s^2 + (x - r_s)^2} + 2r_s(x - r_s)$. Note that $f(x)$ is decreasing; hence $f'(x)$ is negative in (19). Due to the discrete nature of $E_s$, we cannot analytically convert (19) into a closed-form upper-bound expression for $E_{(n)}(r_s)$. However by discretizing the domain, we can numerically evaluate an upper-bound for $E_{(n)}(r_s)$. We should add that the average energy consumption of the tree topology of LoRa network is given by:

$$E_{N,tree} = \int_{R_o}^{R_s} p(r) \times E_{(n)}(r) \times dx$$

We can bound this value by plugging in the numerical upper-bound for $E_{(n)}(r)$.

### C. Performance comparison of the star and tree topologies

The derivation of exact expressions for the energy consumption of the mentioned star and tree topologies is a sophisticated problem. Therefore, the equations are evaluated numerically in MATLAB. In order to compare the total energy consumption of the proposed topologies, the improvement percentage of energy consumption is reported in (21).

$$\%\text{improvement}(\alpha, \theta, N) = \left(\frac{E_{N,star} - E_{N,tree}}{E_{N,star}}\right) \times 100$$

For a network with 100 nodes, the improvement percentage of energy consumption in terms of $\alpha$ and $\theta$ is depicted in Fig. 5.

According to the numerical results, it can be concluded that by applying the proposed tree algorithm, the total energy consumption of the tree network with 100 nodes can be improved by at least 79.68% ($\alpha = 0.94$, $\theta = 38^\circ$) compared to the star network. As the upper-bound on the energy consumption is considered, the exact value of improvement is expected to be higher (which is confirmed in our following simulation results). We should highlight that, the improvement percentage of energy consumption depends on the total number of nodes. In Fig. 5, we show the dependence of the improvement percentage on the number of nodes. While the inferior performance of the tree topology at small number of nodes ($N < 10$) is observed, it yields no less than 80% improvement when the network scales to ($N \geq 100$).
Fig. 6: A lower-bound for the improvement percentage of energy consumption of the proposed tree network to star network with specified configuration ($\alpha = 0.94$ and $\theta = 38^\circ$) in terms of the size of the network ($N$).

TABLE I: Simulation parameters

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$P_{TX}$</td>
<td>$-2$ dBm to $20$ dBm</td>
<td>Transmission power</td>
</tr>
<tr>
<td>$SF$</td>
<td>6 to 12</td>
<td>Spreading Factor</td>
</tr>
<tr>
<td>$BW$</td>
<td>125, 250, and 500</td>
<td>Bandwidth (kHz)</td>
</tr>
<tr>
<td>$\gamma$</td>
<td>2.65</td>
<td>Path loss exponent</td>
</tr>
<tr>
<td>$X_\sigma$</td>
<td>$N(0,3.1)$</td>
<td>Shadowing effect (dB)</td>
</tr>
<tr>
<td>$d_0$</td>
<td>1 km</td>
<td>Reference distance</td>
</tr>
<tr>
<td>$R$</td>
<td>0.5 km to 14.2 km</td>
<td>Radius of the area</td>
</tr>
<tr>
<td>$n_{preamble}$</td>
<td>8 bytes</td>
<td>Preamble length</td>
</tr>
<tr>
<td>$n_{packet}$</td>
<td>100 bytes</td>
<td>Packet length</td>
</tr>
<tr>
<td>Packet interval</td>
<td>60000 s</td>
<td>Mean time between transmission intervals</td>
</tr>
</tbody>
</table>

VI. SIMULATION RESULTS

The star and tree topologies of LoRa networks are implemented in Python. The simulations are based on LoRa link behaviour described in Section III. The $N$ nodes are placed randomly and uniformly around the base station. Each node is configured by applying the proposed algorithms and its energy consumption is measured. The simulation parameters are given in Table I.

The improvement percentage of energy consumption of the network with 100 nodes in terms of $\alpha$ and $\theta$ is shown in Fig. 7. The simulations are repeated 1000 times for each pair of ($\alpha$, $\theta$) configuration and the average energy improvement is reported. According to the simulation results, it can be concluded that by applying the proposed tree algorithm, the total energy consumption of the network can be reduced by 84.45% ($\alpha = 0.94$, $\theta = 45^\circ$).

It is interesting that we observe matching $\alpha_{opt}$ values between our analytical (the upper-bound) and simulation results. The optimum value for $\theta$ is, however, slightly different; while theory suggests $38^\circ$, simulation results indicates $45^\circ$. Also as we expected, the exact value of improvement ($\geq 85\%$) is higher than the predicted value based on our analytical results ($\geq 80\%$) using the upper-bound. Note that in our analytical approach, particularity in [15], we evaluate an upper-bound on the average energy consumption by a pessimistic bound for the distance between a node and its relay.

We have plotted the energy consumption of a typical placement of the 100-node LoRa network for both the star ($E_{\star}$) and the tree ($E_{\text{tree}}$) topologies in Fig. 8. Besides the overall reduction of the energy consumption in the tree topology, we observe that the energy consumption of the nodes are less varied in the tree topology. Numerically, the standard deviation of $E_{\star}$ and $E_{\text{tree}}$ in this setting are found to be 0.484 [Joules] and 0.0838 [Joules], respectively.

VII. EXPERIMENTAL RESULTS

To explore the performance of the presented algorithms, the LoRa network with 35 nodes and a base station is set up in an open space of size around $100^m \times 100^m$. While the base station is placed in the middle of the field, the location of the nodes are generated randomly via a software simulation. The simulated distances were set similar to a practical scenario which was well beyond the setup area. Therefore, we have scaled down the distances to fit in the available space. Nevertheless, the
Fig. 9: The block diagram of the power supply section of the experimental setup.

path loss model associated with the original distances were implemented via tunable power attenuation circuits placed ahead of the transmitting antenna of each node (as well as the base station). Each node comprises a Semtech SX1276 LoRa transceiver, a low-power micro-controller (msp430f147), a high dynamic range & high precision power measurement system, a power supply, an RS232 communication port, and a graphic display. The block diagram of the power supply section is shown in Fig. 9. It has three low-dropout (LDO) regulators to maintain a steady power source for all sections of the device, especially, when the battery runs down. The authors have a low-power and low-cost implementation for IoT power measurement that features maximum sampling rate of 5 Mhz, load regulation of 0.16%, and linearity error of 0.32% [37]. The implemented node and network structures are shown in Fig. 10 and Fig. 11 respectively.

In the implemented LoRa network, each node has the ability to send/receive data, measure, and tune its power consumption. The measured powers of the nodes are sent to the central system through LoRa network at specified intervals. The central station has the task of monitoring and controlling the power consumption of the network. It is able to collect the data transmitted by all the nodes within the transmission range. Therefore, the central station can manage and adjust the power consumption of the network by sending the required control commands to the nodes. In our proposed network, the local timing of all nodes is synchronized with the synchronization signal sent by the base station at specified time intervals. Each node has its own specified ID on the network. The specific time slot for receiving and sending data for each node in the network is determined by its ID. The ID setting in our current setup is static but can be determined dynamically in the future.

- The previous step is repeated for a pre-defined number of iterations which depends on the number and distribution of the nodes in the network (in the experiment conducted by the authors, 5 iterations are used).
- Each node sends a packet containing its own ID and the list of its received signal strength indicators (RSSI) from other nodes (each RSSI is also accompanied with the ID of the associated node).
- The base station schedules the network based on the received packets from the nodes and their RSSI values.
- The base station broadcasts the determined routing path and configuration of the nodes to the network.

The experiment is repeated for 20 different random placements of the nodes and the average energy consumption of the star and tree topologies are measured. The measured improvement percentage of energy consumption of the tree network with 35 nodes compared to the star network is 46%. The analytical and simulation results indicate that the energy consumption of the network with 35 nodes can be improved
for more services and considerations. One of the advantages of the tree-topology is that the consumed energy across the nodes becomes more uniform. The main focus of this paper is to investigate the energy efficiency of the proposed tree-based LoRa network. However, the network coverage, throughput, and interference issues are likely to be improved which should be studied in future researches.
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Fig. 12: The energy consumption of different processes of LoRAWAN, the star, and the tree networks with 35 nodes.

VIII. CONCLUSIONS

This paper proposed a tree-based routing algorithm for LoRa networks to achieve a more energy-efficient network. Contrary to the conventional star-based LoRa network, the nodes can act as relays to propagate the data from nodes farther from the base station. The physical layer configuration and routing of the nodes are determined by the proposed algorithms. The performance and efficiency of the algorithms are verified through analytical calculations, simulations, and practical experiments. The analytical and simulation results indicate that the energy consumption of the LoRa network with 100 nodes in the tree topology is around 80% below that of the star topology. Moreover, the performance of the proposed topology depends on the number of the nodes and reduces by scaling down the number of the nodes. For instance, the improvement percentage of energy consumption of the tree network with 35 nodes obtained from analytical, simulation, and experimental results is around 58%, 69%, and 46%, respectively. The energy improvement measured in the experimental platform is less than both simulation and analytical results, because the reception energy consumption was ignored in our simulations and theoretical studies. In the star network, the farther the node is located from the base station, the higher energy consumption is required. Therefore, the battery lives of the farther nodes from the base station are reduced. This in term causes the network imbalance and calls

by 58.36% and 69.26%, respectively. The energy improvement measured from the experimental platform is less than both the simulation and analytical results because the energy consumed for the synchronization process, distribution/updating the routing information, and receiving the data by the nodes are ignored in simulation and analytical studies. It should be noted that according to the static nature of the network, the routing is done in the beginning and is not updated very frequently. The average energy consumption of different processes of LoRAWAN (with ADR-enabled class A nodes having lowest energy consumption), the star, and the tree network with 35 nodes for 30 cycles is reported in Fig. 12.


