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A B S T R A C T  
 

 

Video quality assessment is a crucial routine in the broadcasting industry. Due to the duration and the 
excessive number of video files, a computer-based video quality assessment mechanism is the only 

solution. While it is common to measure the quality of a video file at the compression stage by comparing 

it against the raw data, at later stages, no reference video is available for comparison. Therefore, a no-
reference (Blind) video quality assessment (NR-VQA) technique is essential. The current NR-VQA 

methods predict only the mean opinion score (MOS) and do not provide further information about the 

distribution of people score. However, this distribution is informative for the evaluation of QoE. In this 
paper, we propose a method for predicting the empirical distribution of human opinion scores in the 

assessment of video quality. To the best of our knowledge, this is the first paper to investigate prediction 

of the distribution of human opinion scores for video quality. To this end, we extract some frame-level 
features, and next, we feed these features to a recurrent neural network. Finally, the distribution of 

opinion score is predicted in the last layer of the RNN. The experiments show that averages of predicted 

distributions have comparable or better results with previous methods on the KonVid-1k dataset. 

doi: 10.5829/ije.2020.33.05b.32 
 

 
1. INTRODUCTION1 
 
The recent growth in social networks shows an increasing 

interest in video content. According to [1], IP video 

traffic was 75% of all IP traffic in 2017, and it will grow 

four-fold by 2022 to be 82% of all IP traffic. This growth 

contains different video-based applications. For example, 

Video-on-Demand (VoD) traffic will nearly double, and 

internet video to TV will increase threefold between 2017 

to 2022. Obviously, the perceived quality of video 

content will affect the QoE in the user end. However, not 

all of the video files have an acceptable quality level. 

Depending on the involved processes, various types of 

distortions might affect the video content, most notably, 

distortions at the time of recording due to the camera, 

distortions caused by the compression, and data loss 

within the transmission channel. In addition, the 

receiving end rarely has access to the original/reference 

video file to make a comparison. Therefore, the type and 
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extent of various distortion sources are not available. A 

no-reference video quality assessment (NR-VQA) 

algorithm is any method that predicts the quality of a 

video file according to a quality measure solely based on 

the available data. However, current NR-VQA 

algorithms, e.g., [2-8], predict the mean opinion score or 

shortly MOS and do not provide further information 

about the distribution of people score. In this paper, we 

propose a new method to predict people’s opinion scores 

in the assessment of video content. 

Generally, predicting the quality of video content 

without prior information is impossible. In particular, one 

needs a database of rated video files for training a 

method. The LIVE video quality database [9] has been 

very popular in the past for training NR-VQA methods 

(see, for instance, [2-4]). This dataset includes 4 types of 

distortions that are artificially applied to source files. In 

practice, however, multiple distortion types affect a video 

file. This fact complicates the detection of the distortion 
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type and, consequently, the overall quality level. 

Recently, the KonVid-1k database [10] was made 

available, which contains video files in their ordinary 

status (authentically distorted). In consequence, this 

database may provide a more realistic test-bed for NR-

VQA methods. It is worth mentioning that some of the 

most successful methods, according to the LIVE 

database, perform poorly with the KonVid-1k database 

[11]. Moreover, the values of individual scores are also 

available for each video file in the KonVid-1k database. 

Therefore, we can extract the ground-truth empirical 

distribution of people’s opinion scores for the video files 

in this database. 

In recent years, machine learning approaches such as 

neural networks, and in particular, deep neural networks 

(DNN) are dominantly used for the purpose of image 

quality assessment. With the availability of large datasets 

and computational power needed for image data, these 

methods (e.g., the CNN structure) have recorded 

remarkable performances in practice [12-17]. The 

landscape is, however, different for video data; the 

available datasets are rather limited in size and the 

implementations via DNN are computationally very 

costly (if not out of reach). Currently, most NR-VQA 

techniques rely on extracting a few features from the 

video data and training a standard regressor(such as 

SVR). In this paper, we show that the special structure of 

recurrent neural networks (RNN) allows for realizing an 

NR-VQA technique with high performance and 

manageable computational cost. The main advantage of 

RNNs is that they admit sequential inputs, which is a 

perfect fit for video data (a sequence of images). Our 

proposed method is based on training an RNN with 

simple features extracted from video frames and frame 

differences. We include features that are independent of 

the frame size, which makes the overall method 

applicable to all video frame sizes. Besides, the use of 

RNN automatically comes with the advantage of 

applicability to arbitrary time duration (number of 

frames). Moreover, in contrast to the existing methods 

that predict the quality by estimating the average of 

subjective scores (i.e., mean opinion score or shortly 

MOS), our technique is capable of predicting the full 

distribution of the scores. The experiments indicate that 

the proposed method achieves a comparable performance 

with the state-of-the-art methods on the KonVid-1k 

database with a less computational cost. Indeed, this 

result confirms the feasibility of using tailored DNNs for 

video quality assessment. Indeed, the method could also 

be improved by incorporating more informative features.  

 

1. 1. Related Works       Although the study of image 

and video quality enhancement is an interesting topic 

[18-25], the study of image or video quality assessment 

is rather a new research topic that is gaining attention in 

recent years. In particular, NR-VQA is further a 

challenging problem. Until now, most developed NR-

VQA methods focus on extracting video features and 

combining them via a regression technique (commonly 

SVR) to predict MOS as the overall quality. The features 

are mainly extracted from video frames, which could be 

considered as image features. The inclusion of video-

specific features has been the main challenge. In [3], 

Saad et. al. used spatial Natural Scene Statistics (NSS) as 

frame-level features, and motion-related and Natural 

Video Statistics (NVS) as video specific features. An 

SVR is then used to combine these features. This method 

is one of the top performers on the LIVE database [9] and 

has a fair performance on the KonVid-1k database. We 

should highlight that the extraction of the required 

features for this method is rather time-consuming. The 

latter issue is improved in [2]; simpler features based on 

statistic changes of video frame differences are used 

without a regression. Indeed, the features are once 

calculated for the frame differences and once for a 

blurred version of the frame differences, a correlation 

between the two determines the overall quality metric. 

Although it achieves a considerable performance on the 

LIVE database, a disappointing performance is reported 

on the KonVid-1k database [11].  

The CORNIA method developed in [26] is among the 

successful image quality assessment techniques (NR-

IQA). The extension to the video is considered in [27]; 

this method (called V-CORNIA) first estimates the 

frame-level image scores, and then, applies a specific 

aggregation technique (a form of weighted averaging) to 

predict the overall video quality. It should be emphasized 

that no regression or training is applied at the video-level 

aggregation phase. 

The FC method proposed by Men et. al. in [11] uses 

four sets of frame-level features and one set of temporal 

features to train an SVR. The same authors proposed an 

extension in [28] called STFC, which employs an 

additional set of spatiotemporal features (as well as the 

exposure time). The latter features are obtained by 

looking at the video as a 3D cube (stack of 2D images) 

and creating 2D slices that intersect all the frames. Both 

the FC and STFC methods are trained and tested on the 

KonVid-1k database with acceptable results; as one can 

predict, the STFC outperforms the FC method. By 

introducing a different set of spatiotemporal features, two 

methods are introduced in [5] that are trained on the 

KonVid-1k database using the multi-layer perceptron  

regressor (STSMLP) and the support vector regressor 

(SVR). 

As described above, the main difference between 

these methods is in the used set of features, rather than 

the aggregation technique. In this paper, instead of 

introducing a new set of features, we use some of the 

simple and existing features to train a recurrent neural 

network. The good performance of the trained network 

reveals that the aggregation technique has a great impact 
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on the overall performance. Obviously, one could expect 

even better performances with more sophisticated sets of 

features. In [6], the feature map extracted by a 

convolutional neural network was fed to a simple 

recurrent neural network. This method achieved a high 

performance while the CNN part imposed a high 

computational cost. 

We should highlight that in the last layer of our 

proposed neural network, the distribution of people’s 

opinion score is predicted. In contrast, in previous 

methods, only the average of this distribution (i.e., MOS) 

is predicted. However, the complete distribution has 

further information about the QoE, which is of high 

interest in the broadcasting industry. 

In the following sections, we first introduce the 

proposed method. We explain the frame-level features 

extracted from all video frames and the architecture of 

our neural network. Next, we describe the 

implementation details and the training procedure. 

Afterwards, we discuss the results of the proposed 

method and compare it with the state-of-the-art methods 

on the KonVid-1K dataset. Finally, we conclude the 

paper in the last section.  

 

 

2. PROPOSED METHOD 
 
The feature extraction is the first step in our method. The 

features are evaluated either from isolated frames or a 

number of adjacent frames; in the latter case, the features 

are assigned to one of the involved frames (central frame, 

if applicable). In this way, we can evaluate the same set 

of features for all frames (the sliding window approach 

for features derived from adjacent frames). We describe 

the used set of features in Section 2. 1. Next, we train a 

recurrent neural network with the extracted features. It is 

well-known that the RNN structure is a perfect match for 

sequential data types. The specific architecture of our 

RNN is explained in Section 2. 2. The distribution of 

opinion score for the video quality predicted in our 

method is defined as the output of the last layer in the 

RNN structure (shown in Figure 1). 

 

2. 1. Features       While the value of pixels or certain 

transforms of the pixels convey very useful information 

about the frames and ultimately, the video, our features 

in this paper are defined by the statistics of a number of 

functions of the pixels (e.g., mean and variance). The 

benefit of this strategy is that the method becomes 

independent of the frame size. In other words, we do not 

need to retrain the neural network each time the frame 

size changes. The features used in our method are: 

 

2. 1. 1. Luminance MSCN Statistics       Let 𝐹(𝑖, 𝑗) 
represent the luminance values of a given frame in the 

video. Here, 𝑖 ∈ {1, 2, … ,𝑀} and 𝑗 ∈ {1, 2, … , 𝑁}  point 

at the vertical and horizontal locations of a pixel within 

the frame, where 𝑀 and 𝑁 stand for the frame height and 

width, respectively. The Mean Subtracted Contrast 

Normalized (MSCN) luminance values are defined as: 

𝐹̂(𝑖, 𝑗) =
𝐹(𝑖,𝑗)−𝜇(𝑖,𝑗)

𝜎(𝑖,𝑗)+𝐶
,  (1) 

where 

𝜇(𝑖, 𝑗) = ∑ ∑ 𝜔𝑘,𝑙𝐹(𝑖 + 𝑘, 𝑗 + 𝑙)
𝐿
𝑙=−𝐿

𝐾
𝑘=−𝐾   (2) 

is the local mean and 

𝜎(𝑖, 𝑗) = √∑ ∑ 𝜔𝑘,𝑙[𝐹(𝑖 + 𝑘, 𝑗 + 𝑙) − 𝜇(𝑖, 𝑗)]
2𝐿

𝑙=−𝐿
𝐾
𝑘=−𝐾   (3) 

is the local standard deviation. The constant 𝐶 is 

conventionally set as 1 to avoid instability when the 

𝜎(𝑖, 𝑗) is small. The weights 𝜔 =  {𝜔𝑘,𝑗 | 𝑘 =

 −𝐾,… , 𝐾, 𝑙 =  −𝐿,… , 𝐿} are obtained from a 2D 

circularly-symmetric Gaussian function: 

𝜔𝑘,𝑙 =
e
−18(

𝑘2

(2𝐾+1)2
 + 

𝑙2

(2𝐿+1)2
)

∑ ∑ e
−18(

𝑘2

(2𝐾+1)2
 + 

𝑙2

(2𝐿+1)2
)

𝐿
𝑙=−𝐿

𝐾
𝑘=−𝐾

  (4) 

The variance of the Gaussian distribution is set such that 

the main part of the pdf (±3𝜎) fits within the considered 

window. We set 𝐾 =  𝐿 =  3 in this paper. Previous 

studies in [29], [30] show that the histogram of 𝐹̂(𝑖, 𝑗) can 

be fairly described by a Generalized Gaussian 

Distribution (GGD): 

𝑓(𝑥; 𝛼, 𝛽) =
𝛼

2𝛽Γ(
1

𝛼
)
exp (−

|𝑥|𝛼

𝛽𝛼
)    (5) 

where Γ(. ) is the gamma function. Moreover, the pair-

wise product of the adjacent pixels in 𝐹̂(𝑖, 𝑗) fairly follow 

an Asymmetric Generalized Gaussian Distribution 

(AGGD): 

𝑓(𝑥; 𝛾, 𝛽𝑙 , 𝛽𝑟) =

{
 
 

 
 𝛾

(𝛽𝑙+𝛽𝑟)Γ(
1

𝛾
)
exp (−

|𝑥|𝛾

𝛽𝑙
𝛾 ),   ∀𝑥 ≤ 0

𝛾

(𝛽𝑙+𝛽𝑟)Γ(
1

𝛾
)
exp (−

𝑥𝛾

𝛽𝑟
𝛾),   ∀𝑥 ≥ 0

   (6) 

The mean of this distribution is given by below: 

𝜂 = (𝛽𝑟 − 𝛽𝑙)
Γ(
2

𝛾
)

Γ(
1

𝛾
)
  (7) 

The parameters (𝛼, 𝛽), and (𝛾, 𝛽𝑙 , 𝛽𝑟 , 𝜂) for four 

orientations of pairing form a total of 18 statistical 

parameters. We further consider the image in two scales, 

the original one and a factor two down-sampled. We 

estimated the involved parameters (except for 𝜂) using a 

moment-matching approach [31]. We evaluate these 

features for every frame of the video file (36 values for 

each frame). 

 

2. 1. 2. Luma Information       The brightness histogram 

of video frame also plays a role in the perception of the 

quality. For this purpose, we compute the mean and 
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standard deviation of the luminance channel of each 

video frame. These two values are showing the frame’s 

luminance information (2 values for each frame).  

 

2. 1. 3. Chroma Information       One possible way to 

include the color content of the video in the quality metric 

is to extract features from the two chrominance channels 

of the frames. Similar to the Luma features, we find the 

mean and standard deviation of each chrominance 

channel of each frame (4 values for each frame). 

 

2. 1. 4. Colorfulness       The introduced Chroma 

information somehow presents the distribution of color 

intensities within the video. Another metric for 

measuring the colorfulness of images is presented in [32]. 

Using the RGB color space, one can define 𝑟𝑔 and 

𝑦𝑏 components as 𝑟𝑔 =  𝑅 −  𝐺 and 𝑦𝑏 =  0.5(𝑅 +

 𝐺) –  𝐵. Now, the colorfulness metric 𝑀(3) in [32] is 

defined as: 

𝑀(3) = 𝜎𝑟𝑔𝑦𝑏 + 0.3𝜇𝑟𝑔𝑦𝑏, (8) 

where 

𝜎𝑟𝑔𝑦𝑏 = √Var(𝑟𝑔) + Var(𝑦𝑏), (9) 

𝜇𝑟𝑔𝑦𝑏 = √mean(𝑟𝑔)
2 +mean(𝑦𝑏)2.  (10) 

For the colorfulness features of the video, we find the 

value of 𝑀(3) for every frame of the video (1 value for 

each frame). 
 

2. 1. 5. Spatial Gradient       Each video frame represents 

an image; the horizontal and vertical gradients 

(derivatives) of this image reveal the edges. For this 

feature, we apply two 5 × 5 filter kernels (horizontal and 

vertical directions) on the luminance channel of the 

frame. We get the mean and standard deviation for each 

frame (4 values for each frame). 

 

 

2. 1. 6. Spatial Laplacian       The Laplacian of a frame 

is a particular 2nd order derivative of the data and is 

known to be rotation and scale-invariant. We implement 

the Laplacian operator via a 5 × 5 filter kernel applied to 

the luminance channel of the frame. We find the mean 

and standard deviation of the result over each frame (2 

values for each frame). 

 
2. 1. 7. Temporal Information         So far, the features 

treat a video as a stack of images (frame). To include the 

temporal information of the video (changes of the 

frames), we simply generate difference frames by 

subtracting the luminance channel of each frame from the 

luminance channel of the preceding frame. The result is 

a real-valued frame (a mixture of positive and negative 

values). Next, we convert difference frames into features 

by evaluating the mean and standard deviation of each 

difference frame (2 values for each frame difference). 

 
2. 2. Architecture of the Neural Network       After 

the feature extraction step, we obtain 51 features per 

frame within 7 categories of features. In the next step, we 

normalize these features and feed them to a recurrent 

neural network in a sequential manner. As shown in 

Figure 1, our proposed structure consists of three 

Bidirectional-LSTM units [33] followed by two fully 

connected layers. In each of the fully connected layers, 

we apply Batch Normalization [34] before the tanh 

activation function. Eventually, the output layer 

containing 5 neurons with softmax function predict the 

distribution of scores in assessment of the video quality 

as follows: 

softmax(𝑠𝑖) =
e𝑠𝑖

∑ e
𝑠𝑗5

𝑗=1

,  (11) 

where si is the i-th neuron in the last layer indicating the 

probability of the score-value i. 
 

 

3. IMPLEMENTATION 
 

3. 1. Database       For training and testing the proposed 

RNN we use the KonVid-1k database [10] in this paper. 

With 1200 humanrated video files, KonVid-1k is 

currently the largest database available for NR-VQA.  

 

 

 
Figure 1. Overview of the proposed method: after the feature extraction stage, a recurrent neural network transforms the features 

into a distribution of quality scores at its output layer. The gray numbers indicate the output dimension of each layer. The inputs to 

the Bi-LSTM units are sequences of vectors each with the specified dimensions 
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Each video in this database is accompanied with around 

50 human subjective scores using the ITU 5-point 

absolute category rating (ACR) quality scale (1 to 5 

representing worst to best quality). Since the raw scores 

are published for this dataset, we can calculate the 

ground-truth empirical distribution of people’s opinion 

score for the video files. 

 
3. 2. Optimization       The training stage of a neural 

network is accomplished by tuning the parameters so as 

to minimize a cost. The implemented cost (loss function) 

in our case is the Kullback Leibler (KL) divergence 

between the ground-truth and the estimated distribution 

of opinion scores: 

𝐿(𝐩, 𝐪) = ∑ 𝑝𝑖 log
𝑝𝑖

𝑞𝑖
 5

𝑖=1 ,  (12) 

where 𝐩 and 𝐪 are the ground-truth and the predicted 

distribution of opinion score,  respectively. To solve the 

optimization problem, the Adam optimizer [35] with 

initial learning rate of 1×10−2 is used. For better 

optimizing the neural network, we decreased the learning 

rate by factor 0.1 if the validation loss did not decreased 

after 10 epochs. To implement the training procedure, we 

used the Keras library with the TensorFlow back-end. 

 
3. 3. Training       To achieve a fast training stage, we 

use the batch mode in our optimization (batch size of 64). 

On one hand, the video files in each batch are constrained 

to have the same length (number of frames). On the other 

hand, the length of the video files in the KonVid-1k 

database are not the same. However, this database 

contains a subset of 810 videos with 240 frames.  For the 

purpose of training and testing our network, we only 

consider this subset of size 810 (i.e., we ignore the 

remaining 390 files in the database). For the training of 

the RNN, we randomly select 75% of this subset; 80% of 

the latter files are used for training, and the remaining 

20% are used for validation. We apply the dropout 

technique [36] with probability p = 0.3 in the Bi-LSTM 

and fully connected layers during the training procedure. 

In addition, we stop the optimization when the loss 

function stops improving (the early stopping technique). 

Our experiments are conducted on a Linux desktop 

computer with an Intel Core-i7 3.6GHz CPU, 32GB 

RAM, and one NVIDIA GeForce 1080 Ti. Using this 

computer, the training procedure with 50 epochs took 

about 5 minutes. Finally, we use the rest of the subset for 

testing the trained RNN. Figure 2 shows the scatter plot 

regarding the average of distribution for training and test 

subset. In this plot, the horizontal axis indicates the 

                                                           
1 The PLCC and SROCC values of VIIDEO, V.BLINDS, FC model, 

and STFC model are reported from [28]. Similar values for STS-MLP, 

STSSVR, CNN+LSTM, TL-CNN+LSTM, and F-RNN are extracted 

ground-truth MOS and the vertical axis indicates the 

predicted MOS. 
 

 

4. DISCUSSION 
 
The trained neural network acts as a predictor of the 

distribution of people’s opinion scores in the assessment 

of the video quality. Figure 3 shows the results for two 

sample videos in the test subset. Indeed, the predicted 

distribution provides further information about the users’ 

quality of experience than its average value. 
To compare our model with previous methods, we 

calculated the average of distributions to have MOS as a 

similar quality score. Next, we find the Pearson linear 

correlation coefficient (PLCC) and Spearman rank order 

correlation coefficient (SROCC) of the calculated 

average values with the ground-truth MOS values. To 

have a basis for comparison, we also included a number 

of existing NR-VQA methods1 in Table 1. The last row 

of Table 1 shows these values in the evaluation of the 

proposed method, dubbed as DNet, which stands for 

distribution network. This Table indicates that the 

proposed method achieves comparable or better results in 
 

 

 
(a) 

 
(b) 

Figure 2. The scatter plot of quality scores of (a) train videos 

and (b) test videos. The horizontal axis indicates the ground-

from their papers [5],[6],[16]. We have implemented the V.CORNIA 
method for the purpose of this comparison. 
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truth MOS and the vertical axis indicates the average of 

predicted distribution 

 
(a) 

 
(b) 

Figure 3. Two sample of people opinion score distribution. 

Note that the red lines indicate the predicted distribution and 

the blue lines indicate the ground-truth distribution 
 

 

 
TABLE 1. comparison of NR-VQA methods on the KonVid-

1k database. The method names shown in italic are based on 

deep learning approaches 

Method PLCC SROCC 

VIIDEO [2] -0.015 0.031 

V.BLINDS [3] 0.565 0.526 

V.CORNIA [27] -0.535 -0.544 

FC Model [11] 0.492 0.472 

STFC Model [28] 0.639 0.606 

STS-MLP [5] 0.407 0.420 

STS-SVR [5] 0.680 0.673 

CNN+LSTM [6] 0.513 0.545 

TL-CNN+LSTM [6] 0.867 0.849 

F-RNN [16] 0.683 0.710 

DNet [Proposed] 0.596 0.591 

 

predicting MOS, while it even provides further 

information about the video quality. The PLCC and 

SROCC values of our method, DNet, are reported 

through 5-folded cross-validation. 
We emphasize again that the features used in this 

paper are simple and fast to extract. We interpret the 

success of the proposed method as the usefulness of the 

RNN structure for the NR-VQA application. Since the 

extracted features are simple and have limited 

information on the frame and video quality, we believe 

that more detailed features can lead to better performance 

using the same RNN structure. Another possible 

direction for improvement is to combine the 

convolutional neural networks  (CNNs) and  RNNs; in 

particular, CNN provides richer feature sets while the 

RNN provides a smart aggregation technique. A similar 

approach is proposed in [6], but we should consider that 

using CNN impose a high computational cost. There are 

two models proposed in [6], one using a pre-trained CNN 

which is frozen during the training process and in the 

other one the CNN part is optimized as well. The results 

show that the model with fine-tuned CNN has superior 

performance, while the model frozen CNN achieves poor 

performance. This observation indicates that the feature 

map of the pre-trained CNN does not provide rich 

information. However, we should notice that fine-

tunning the CNN part needs more computation resource 

in the training stage.  

Additionally, we should highlight that since our 

method is a learning-based approach, it needs adequate 

training data. Like any other machine learning and deep 

learning models, one can achieve a better performance if 

more training samples with a vast diversity are available. 

The largest publically available dataset for NR-VQA is 

KonVid-1k which is used in this paper. 
 

 

5. CONCLUSION 
 
In this paper, we proposed a new method assessing the 

quality of in-the-wild video data without having any 

information about the source file (no-reference video 

quality assessment or briefly, NR-VQA). Our method 

uses the recurrent neural network structure to better cope 

with the sequential nature of the video. Instead of directly 

using the video frames (which is computationally heavy), 

we extract simple frame-based statistical features that are 

independent of the frame size. In contrast with previous 

studies which predicted only mean opinion score, shortly 

MOS, our model can predict the empirical distribution of 

people’s opinion score. To the best of our knowledge, this 

is the first paper to investigate prediction of the empirical 

distribution of human opinion scores for video quality 

instead of MOS. Our numerical experiments using the 
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KonVid-1k database reveals that the proposed method 

has a suitable performance, which is comparable or even 

better than the existing methods. 
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Persian Abstract 

 چکیده
تنها راه ممکن  یوتریکامپ یااستفاده از سامانه ،ییدئویو یمحتوا یمدت طولان نیو همچن ادیحجم ز لیدر صنعت رسانه است. به دل تیپراهم یندیفرا دئویو تیفیک یابیارز

اما در مراحل  شود،ی( انجام میسازمرجع )بدون فشرده دئویوبا مقابسه با  یسازدر مرحله فشرده دئویو تیفیک یابیمعمولا ارز نکهیاست. باوجود ا دئویو تیفیک یابیارز یبرا

بدون  دئویو تیفیک یابیارز یفعل یها. روشردیلازم است به صورت بدون مرجع )کور( صورت گ دئویو تیفیک یابیارز نیمرجع وجود ندارد. بنابرا دئویمانند انتقال، و یبعد

نظرات  عیاست که توز یدرصورت نی. اکنندینظرات محاسبه نم نیا عیاز توز یشتریو اطلاعات ب زنندیم نیرا تخم دئویو تیفیک یابینظرات افراد در ارز نینگایمرجع، تنها م

تا . شودیم شنهادیپ دئویو تیفیک یابینظرات افراد در ارز عیتوز ینیبشیپ یبرا یمقاله، روش نی. در اگذاردیم اریتجربه کاربران در اخت تیفیدرمورد ک یاطلاعات ارزشمند

از  ییهامهم، ابتدا مشخصه نیا یبراشود. بینی میای است که در آن توزیع نظر انسان در ارزیابی کیفیت ویدئو پیشجایی که نویسندگان این مقاله اطلاع دارند، این اولین مقاله

 هاشی. آزماشودیم ینیبشیپ یشبکه بازگشت هیلا نینظرات در آخر عیتوز ان،ی. در پامیدهیم یبازگشت یشبکه عصب کیها را به استخراج کرده و سپس آن ییدئویو یهامیفر

 است. KonVid-1k دادهگاهیپا یبر رو نیشیپ یهابا روش سهیقابل مقا ایعملکرد بهتر  یشده دارا ینیبشیپ یهاعیتوز نیانگیکه م دهدینشان م

 
 


