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Molecular simulation of protein dynamics in nanopores.

I. Stability and folding
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Discontinuous molecular dynamics simulations, together with the protein intermediate resolution
model, an intermediate-resolution model of proteins, are used to carry out several microsecond-long
simulations and study folding transition and stability of a-de novo—designed proteins in slit
nanopores. Both attractive and repulsive interaction potentials between the proteins and the pore
walls are considered. Near the folding temperature 7; and in the presence of the attractive potential,
the proteins undergo a repeating sequence of folding/partially folding/unfolding transitions, with T}
decreasing with decreasing pore sizes. The unfolded states may even be completely adsorbed on the
pore’s walls with a negative potential energy. In such pores the energetic effects dominate the
entropic effects. As a result, the unfolded state is stabilized, with a folding temperature 7; which is
lower than its value in the bulk and that, compared with the bulk, the folding rate decreases. The
opposite is true in the presence of a repulsive interaction potential between the proteins and the
walls. Moreover, for short proteins in very tight pores with attractive walls, there exists an unfolded
state with only one a-helical hydrogen bond and an energy nearly equal to that of the folded state.
The proteins have, however, high entropies, implying that they cannot fold onto their native
structure, whereas in the presence of repulsive walls the proteins do attain their native structure.
There is a pronounced asymmetry between the two termini of the protein with respect to their
interaction with the pore walls. The effect of a variety of factors, including the pore size and the
proteins’ length, as well as the temperature, is studied in detail. © 2008 American Institute of

Physics. [DOI: 10.1063/1.2894299]

I. INTRODUCTION

A most important class of molecules in living cells con-
sists of various types of proteins. Their importance to bio-
logical systems cannot be overstated:' they catalyze and
regulate cells’ activities when they act as enzymes. Muscles
and other tissues are made of proteins, while as antibody
proteins are a vital part of the immune system. As is well
known, proteins with globular structure fold into compact
configurations in which they are biologically active. An im-
portant issue is understanding the mechanisms by which pro-
teins attain their folded structure, factors that contribute to
the folding, and the environmental conditions that make the
folding transition possible.zf4 Such understanding is impor-
tant not only as a scientific issue but also due to debilitating
illnesses that afflict people, such as Alzheimer’s and Parkin-
son’s diseases that are believed to be the result of accumula-
tion of toxic protein aggregates,y8 as well as the fact that
industrial production of enzymes and therapeutic proteins
based on the DNA recombinant method also involves protein
folding.’

Although the three-dimensional (3D) structure of native
proteins is controlled mostly by their amino acid
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sequence,%4 their transport properties and the kinetics of
their folding depend on the local environment. But, whereas
protein folding in dilute solutions under bulk conditions that
are typically used in in vitro studies is relatively well under-
stood, the more important problem of protein folding in a
confined environment is not. For example, the environment
inside a cell in which proteins fold is crowded, with the
volume fraction of the crowding agents (such as RNA and
ribosomes) may be in the 20%-30% range. Thus, even in the
absence of interactions between proteins and other cellular
molecules, the fact that a fraction of the space inside the cell
is occupied implies that proteins’ movement is limited, and
their stability is affected.

Experimentslo’11 indicate that confinement can have a
stabilizing effect on the proteins’ native structure. Brinker et
al. reported” that confinement of denatured proteins in the
limited space of the cage model, first suggested by Anfinsen,’
accelerates folding when compared with that in bulk solu-
tions. Several groups have studied'? many proteins with
varying native-state architectures in cylindrical nanopores.
These study indicated, however, that in vivo folding is not
always spontaneous, rather, a subset of proteins may require
molecular chaperones.

Protein (enzyme) immobilization using porous solid sup-
port, via adsorption, encapsulation, and covalent linking, has
also been used for a long time.">'* Practical applications

© 2008 American Institute of Physics
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involving proteins, such as biocatalysis15 and biosensors,
also entail not only better understanding of the folding in
confined media but also transport of proteins in such media.
In the pharmaceutical industry, protein purification using
nanoporous membranes is gaining attention.'®  Silicon-
carbide (SiC) nanoporous membranes'’ allow'® diffusion of
proteins up to 29 000 Da, but exclude larger ones. Despite
the fundamental and practical significance of transport of
proteins in confined media, current understanding of the phe-
nomena is limited.

The goal of this paper and its sequel is twofold: First, we
use molecular dynamics (MD) simulations to study the fold-
ing and stability of an important class of proteins in slit
nanopores, namely, a—de novo—designed proteins. We study
the effect of the pore size and the nature of the interaction of
the pore walls with the proteins on their folding and stability.
There have already been several studies in which the en-
tropic effect of confinement (an environment with purely re-
plusive walls) or crowding on protein folding and stability
has been studied. A good review of the subject was given
recently by Minton.'® The main goal of such studies was to
understand how the GroEL from E. coli—perhaps the best
understood chaperone that are used in studies of cystosolic
proteins—can help folding of the proteins. These studies
have all reached the same conclusion, namely, that proteins
are stabilized in such environments, unless the confining en-
vironment is too small, with a volume only slightly larger
than that of the folded state. Computational studies of this
issue include Monte Carlo®® and (Refs. 5 and 21) simulations
of proteins’ behavior in confined environments. In particular,
Lu et al.’ and Cheung et al.*' studied folding of proteins in
spherical pores of different radii. The latter group studied the
phenomenon as a function of the volume fraction of a crowd-
ing agent, modeled by a bed of hard spheres with repulsive
interaction with the proteins. However, while a spherical
pore may be a reasonable model for the cavity of GroEL-
GroES complex, it is not so for the pores of membranes,
biocatalysts, and sensors that are of prime interest to us. In-
stead, slit and cylindrical pores are more appropriate, particu-
larly for the types of applications that we are interested in,
namely, those in which the pore space consists of intercon-
nected slit channels or cylindrical pores.

Compared with the case of a confined environment with
repulsive walls, there have been very few studies in which
the effect of attractive walls on protein folding and stability
has been studied.>*? These studies utilized, however, cage-
like structures as the model of the confined environment,
which have little resemblance to the type of pore structure
that we are interested in. Attractive walls are important to
such applications as separation and purification of proteins
by nanoporous membranes, as well as sensors and biocata-
lysts, in which adsorption of proteins on the pores’ surface
may occur.

Second, we will utilize, in Part II, a novel combination
of the MD simulation and the Langevin equation to study
protein transport in nanopores. To our knowledge, such a
combination has never been proposed before, nor has there
been any simulation of transport of proteins in nanopores
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which is, in fact, of utmost importance to such practical ap-
plications as membrane purification of proteins, biocatalysis,
and sensors.

In addition, the protein model that we use (see below) is,
in our opinion, much more realistic than what the previous
investigatorss’zo"22 utilized. For example, they used a simpli-
fied model for the amino acids that was based on one or two
UA beads. Moreover, the side chains of the amino acid resi-
dues were not explicitly considered. The model that we uti-
lize represents the amino acids using four UA beads (see
below), the side chains are considered explicitly, and the
model also includes hydrogen bond interactions, hence hon-
oring the proteins’ structure very realistically.

The rest of this paper is organized as follows. In the next
section we describe the models of the proteins and nanopores
that we utilize in our study. Section III describes the simula-
tion method, while the results are presented and discussed in
Sec. IV. The last section summarizes the paper.

Il. THE MODELS

We first describe the protein model that we use and the
structure of the nanopore that we utilize in the simulation.

A. The protein model

We simulate de novo—designed a-family of proteins,23
which consists of four types of amino acids in their 16-
residue sequence, simplified further® to a sequence of hy-
drophobic (H) and polar (P) residues, {PPHPPHHPPHPPH-
HPP}. We used the periodicity in the H-P sequence of the
16-residue peptide «;p, in order to make three other se-
quences with lengths, €=9, 23, and 30 residues as =9 , with
PP(HPPHHPP),, 2, 3, and 4, corresponding to protein
lengths of 9, 16, 23, and 30. The four proteins have similar
native structures, so that the differences in their behavior can
be attributed to their lengths. The simulations (see below)
indicated that they all fold onto an a-helix with €—4 hydro-
gen bonds (HBs).

The proteins are modeled by the protein intermediate
resolution model (PRIME),ZS’26 an intermediate-resolution
model which has been highly successful in reproducing sev-
eral important and experimentally determined features of the
proteins under bulk conditions. In order to use the PRIME in
a nanopore, we have modified a few of its features which
will be described below. Every amino acid is represented by
four united atom (UA) groups or beads. A nitrogen UA rep-
resents the amide N and hydrogen of an amino acid, a C, UA
represents the @—C and its H, and a C UA the carbonyl C
and O. The fourth bead R represents the side chain, all of
which are assumed to have the same diameter as CH; (ala-
nine). The interpeptide bond is assumed to be in the rrans
configurations, all the backbone bonds’ lengths and bond
angles are fixed at their experimentally measured values, and
the distance between consecutive C, UA is also fixed accord-
ing to experimental data. Table I presents all the relevant
parameters of the model.

We note that other proteins may have a more complex
structure than what we model in the present paper. In par-
ticular, they may have [-strands, sheets, loops, and tight
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TABLE I. Values of the potential parameters for the proteins used in the
DMD simulations.

Beads Diameter (A)

N 3.300
c, 3.700
C 4.000
R 4.408

Bonds Length (A)
N,~C.,; 1.460
Coi—C; 1510
C~Ni,, 1330
C,i—R; 1.531

Pseudobonds Length (A)
N-C; 245
Coi~Niny 2.41
Ci—Coint 245
Coi~Coint 3.80
N—R 2.44
C—R, 2.49

Bonds Bond angles (deg)

LN—~C,~C, 111.0
£Co~Ci-Niu,y 116.0
£Ci=Npy=Cpin 122.0
LR~Coi-N, 109.6
LR~C,—C, 110.1

turns. Whether the results of the present study are applicable
to more complex proteins remain to be seen, although we
expect many of them to be quite general because, we men-
tioned above, the 3D structure of native proteins is controlled
mainly by their amino acid sequences,z_4 which the model
represents carefully and accurately.

B. The nanopore model

We use a slit nanopore, modeled as the space between
two two-dimensional (2D) structureless flat walls in the xy
plane between z=* /2, where h is the pore’s height (size).
Periodic boundary conditions are used in the x and y direc-
tions. The pore size & is varied in order to study its effect on
the results described below.

lll. MD SIMULATION

We have utilized discontinuous MD (DMD) simulation
in order to study the dynamics of proteins in nanopores and,
in particular, their folding and stability. Their transport in
nanopores will be studied in Part II. In what follows we
provide the details of the simulations.

A. DMD simulation

The PRIME has been designed for use with the DMD
simulations. The DMD is an extremely fast alternative’’ to
the classical continuous MD simulations. In particular, due to
the simplicity of its time integration, the DMD simulation
makes it possible to simulate the dynamics of proteins on
long time scales—on the order of many microseconds, at
least two orders of magnitude longer than the previous

J. Chem. Phys. 128, 115105 (2008)
simulations.”*'** Four types of forces act on the beads: the
excluded-volume effect (hard-core repulsion) and the attrac-
tion between the bonded and pseudobonded beads, between
pairs of the backbone beads during the HB formation and
between hydrophobic (HP) side chains. Nearest neighbor
beads along the chain backbone are covalently bonded, as
are the C, and R beads or the UAs. The pseudobonds are
between next nearest neighbor beads along the backbone to
keep its angles fixed; between neighboring pairs of C, beads
to maintain their distances close to the experimental data and
between side chains and backbone N and C UAs to hold the
side-chain beads fixed relative to the backbone. All of this
keep the interpeptide group in the trans configuration, and all
the model residues as L-isomers, as required.

The potential between a pair ij of the bonded beads,

separated by a distance ryj, is given by
0o, r,]$l(l—5)
Ujj=1%, rij=1(1+6) (1)

0, I(1-8)<r;<I1+90).

Here, [ is the ideal bond length and 6§=0.023 75 is the toler-
ance in the bond’s length.zs’26 There are also HP interactions
between the side chains with the H residues in the sequence,
when there are at least three intervening residues between
them. Then, the interaction is given by

©, Ty < Oyp
Uyp=1— €up, Omp <7;; = L.50pp (2)
0, rl-j> 1.50'HP,

where oyp is the HP side-chains’ diameter.

The HB interaction may occur between the N and C
beads with at least three intervening residues, but each bead
may not contribute to more than one HB at any time, with
the range of the interaction being about 4.2 A and the
strength eyp. The shape of the HB potential is similar to that
of the HP potential described above. The HBs are stable
when the angles in N-H-O and C—O-H are almost 180°. The
angles are controlled by a repulsive interaction between each
of the N and C beads with the neighboring beads of the other
one. Thus, if a HB is formed between beads N; and C;, a
repulsive interaction between the neighbor beads of Nj,
namely, C;_; and C,;, with C; is assumed. The same is used
for the neighbor beads of C;, namely, N;,, and C,;, with the
N; bead. If one of the N or C bead is at one end of the
protein, it has only one neighbor bead in the backbone, in-
stead of two, and, hence, controlling the HB angles will be
limited, causing the HBs with one of their terminal constitu-
ents to be less restricted and, thus, more stable than the other
HBs. This may cause formation of the next non-a-helical
HBs in a part of the protein between the N and C beads and
of semistable structures that influence the simulation results.
Thus, we modify the PRIME and proceed as follows.

Assume that the N-terminal bead, N, has a HB with C,.
For i=1, the bead C,_; does not exist to have a repulsive
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TABLE II. Proteins’ length €, radius of gyration R, under bulk conditions, and the size of the nanopores used

in the simulations. R, and the pore sizes are in nm.

¢ Ry h, h, Iy hy
9 0.459 1.50 1.89 4.40 7.55
16 0.729 1.75 3.0 7.0 12.0
23 1.02 2.44 4.18 9.75 16.7
30 1.31 3.14 5.38 12.6 215

interaction with C; and help control the HB angles. There-
fore, we use C,;. Not only can we consider the repulsion
between this bead and C; but also define an upper limit for
their distance so as to control the freedom of motion of N,
and C; that constitute the beads in the HB. The potential Uy,
of such interactions is given by

1
o, ru< (o + 0oy
1
e, s(opto) <rysd,
Uy= (3)
0, dl <I"k1$d2
OO’ rkl>d2.

Hereafter, all the energies are measured in units of eyg, un-
less specified otherwise.

Two H atoms have chemical bonds with the nitrogen in
the protein’s N-terminal and are free to rotate around the
N,-C,; bond, while at the same time satisfying the con-
straints on the angles between the chemical bonds of Nj.
Thus, if a HB is formed, one of the two H atoms lies in a
plane formed by N, O, and C, such that the angles in N-H-O
and C-O-H are as close to 180° as possible. Therefore, we
force the maximum distance between C,; and C; to be the
same as the maximum distance d, between C,; and C; in the
usual HBs. This allows us to control the angles in a HB that
contains N;. We use a similar approach when the C-terminal
C, has a HB with N;. The temperature dependence of d,,
obtained from separate simulations, is given by (7T is dimen-
sionless),

dy=5.53-0.019T"", for N;-C,;, 4)

d,=5.69-0.044T"", for C,—C,. (5)
There is hard-core repulsion between two unbonded beads
that also have no HB and HP interactions,

1
w, r;<j(o;+0)),

(6)

Uhc= |
O, r,j>§(0',+0'1)

The interactions between a pair of beads, separated along the
chain by three or fewer bonds, are more accurately repre-
sented by the interaction between the atoms themselves, not
the UAs. Consequently, we develop a variant of the PRIME
to account for the interactions between pairs of beads sepa-
rated by three or fewer bonds: the beads are allowed to over-
lap by up to 25% of their bead diameters, while for those
separated by four bead diameters the allowed overlap is 15%
of their bead diameters.

The interaction between a pore’s walls and the protein
beads is assumed to be

Upw )
©, 2x < —(h/2 —dsy)
—epw, — (W2 —dsy) <zy<—(h2-dsx—dsx)
=y 0, —(W2-dsyx—dsy) <zx<h2-dsx—dsx
— 2 = dsy — duy < 25 < h/2 — day
L < 7y = h/2 — dsy,

()

where zy is z coordinate of the center of a bead X.
epw—assumed to be the same for all the beads—is taken to
be eyp/ 8, so chosen to represent realistically the competition
between protein folding and its beads’ interaction with the
walls. To estimate dzy and d,y, we assumed the pore’s walls
to be made of carbon. Then, the interaction and size param-
eters between the C atoms in the walls and the various beads
were calculated using the Lorentz—Berthelot mixing rules,
namely, O'CX=%(0'C+ oy) and €-y= v%, where X=N, C,,
C, and R. Using separate simulations, the interaction poten-
tial Ucy between different beads was estimated. The dis-
tances at which Uy and its second derivative were zero were
taken as dyy and dyy+dyy. The results (all in A) are, dsy
=2.85, 3.02, 3.14, and 3.31 and d,;4=0.96, 1.01, 0.98, and
1.12, for X=N, C,, C, and R, respectively.

The size of the nanopore is selected such that the ratio
h/R,, is the same for all the proteins of various lengths,
where R, is the radius of gyration of the folded a-helix at
low temperature, 7=0.08, in the bulk. Table II lists the rel-
evant parameters. In addition to the cases listed in Table II,
we also simulated the behavior of the proteins in the bulk. In
the case of the shortest protein with length €=9, we used a
pore size larger than the diameter of cross section of the
folded a-helices so that, sterically, it is possible for the pro-
tein to fold at low enough temperatures.

In all the cases but one, we simulated a pore in which
there was an attractive potential U* between the proteins and
the pore’s walls. The sole exception was the case in which
there was a purely repulsive interaction U~ between the
pore’s walls and the proteins in the smallest pore with A
=1.75 nm for a protein of length €=16. Each case was stud-
ied over a wide range of temperature. To avoid trapping the
system in a local energy minimum, we cooled it off smoothly
from a high 7, above the folding temperature 7; where the
proteins are in the random coil state, to a low value. More
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specifically, we cooled off the proteins of lengths of 9 and 16
from 7=0.16, and from 7=0.17 for those with lengths of 23
and 30.

The temperature range was divided, depending on ¢, into
30-40 cases, nearly half of which were simulated for shorter
times, while the others were simulated for longer times, in
order to make sure that the shorter simulations were accurate.
Due to the large fluctuations of the proteins’ energy and
structure near their folding temperature 7%, longer simula-
tions were carried out there. For each case that we studied,
the total simulated (real) time was about 5—7 us. To reduce
the CPU times, we used advanced algorithms in the compu-
tations, such as link lists, neighbor lists, and false positioning
which is special to the DMD. To maintain the system at a
constant temperature, we used the Andersen thermostat.

Also computed was the density of states (DOS) of the
proteins’ potential energy at a given 7, which allowed us to
estimate the entropy at all the energy levels of the proteins
and to compute the contributions of the different states to the
free energy at any desired temperature. More details are
given below.

B. The effect of the solvent: Coupling of the DMD
to the Langevin dynamics

In the previous works on the effect of confinement on
protein dynamics, the solvent molecules were not explicitly
included in the simulations, since their viscosity 7 did not
enter the computations. Their effect was represented by the
attraction between the HP side chains. While this may be
appropriate for studying the folding dynamics, it is not so for
computing the proteins’ diffusion coefficient. To explicitly
include the solvent effect, we have developed a novel model
based on a coupling between the DMD simulations and the
Langevin dynamics. Since this is mostly relevant to the com-
putation of the diffusion coefficients, we postpone its de-
scription to Part IT of this series, although we also utilized it
in some of the simulations described below.

C. Analyzing the results of the molecular simulations

To understand the results for each of the 21 cases studied
in the bulk and the nanopores, we need an efficient and ac-
curate method for analyzing the results of the DMD simula-
tions. In particular, we should use a method for constructing
the free energy and the potential of the mean force from the
simulation results. Several methods are already available,
such as the umbrella sampling,28 multicanonical algorithm,29
methods that are based on determining the free energy dif-
ferences from nonequilibrium measurements,30 and the
weighted histogram analysis method (WHAM).>' We used
the WHAM which has been proven to be an efficient
method™ and can easily be implemented with the results of
the DMD simulations. The WHAM was formulated for com-
puting the DOS for a system at a fixed temperature. In an-
other version of the WHAM, the simulations are carried out
at different temperatures with a given Hamiltonian, and then
the WHAM is used to compute the system’s DOS.* It is this
version of the WHAM that we used in the present study.

J. Chem. Phys. 128, 115105 (2008)

Thus, we used the WHAM to compute the DOS for the
proteins, using the simulation results at all the temperatures.
The DOS makes it possible to estimate the entropy at all the
energy levels of the proteins and to compute the contribu-
tions of the different states to the free energy at any given
temperature. Computing the entropy of the proteins enables
us to calculate the thermodynamic quantities. For complete-
ness, we provide a brief description of the WHAM and how
it was implemented in our study.

Suppose that we divide the potential energy of the sys-
tem into n bins, each with energy U,, and that we have car-
ried out simulation of m distinct cases at temperatures, T},
k=1, ...,m. For each temperature we have a total number of
N, measurements of the energy, and for bin i of U, we have
n;, measurements. If 7, is the correlation length between the
consecutive steps of the simulations at T, we define g;=1
+27,. According to the WHAM, one estimates the DOS for
U;, with the minimum error, by

Ekmzlgilni,k
L18c Neexp(BU —up)

w(U)) = (8)

where u; is the free energy at T, and B;=1/kgT,, with kg
being Boltzmann’s constant. If we define P(U;,B)
= W(U,)exp(BU,), then, we obtain

exp(uy) = E P(U,BY, 9)
i=1

and by iterating the above two equations we estimate the
DOS. Physically, P(U;,B,) is the probability of finding en-
ergy U, at temperature T}, which is computed using the simu-
lation results. Assuming the error of the n;; measurements

being of the order of V’;‘,k, we obtain an estimate for the error
S6P(U;, B) of computing the probability P(U;,8) at (inverse)
temperature 3= (kgT)~!,

m -1/2
SP(U,B) = {E g;ln,-,k] P(U.P). (10)
k=1

Having computed the DOS W(U,), we obtain the average
potential energy at temperature 7 by

(U= 2L UW; exp(= BU,) _ 2L, Ui exp(- BE)
L, Wiexp(= BU) S, exp(- BE)

(11)

The second equality holds because the entropy of the energy
level i is defined by, S;=kgIn(W;), and we define the free
energy of the ith level as E;=U,;—TS,. In a similar way, one
computes the specific heat Cy at temperature T by Cy
=(kp)~'d(U)1dT=(U*—(U)?)/ (kgT)?, in which

" UW, exp(- BU,)

2\ _
(o= 2?=1Wiexp(_:3Ui) -

(12)

Equation (12) holds even if the energy in the bin i, i
=1,...,nis in a 2D or 3D phase space, with one axis being
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FIG. 1. Comparison of the computed temperature dependence of the aver-
age interaction potential (Upy,) between the protein and the pore walls using
the WHAM and that obtained by a single simulation.

the energy and other two axes being other quantities, because
in this case U, has one value for each bin.

Thus, we may construct a 2D phase space, with one axis
being the potential U and the other a quantity such as n,, the
number of a-helical HBs, or €py. In this case all the bins,
each with two indices indicating the two quantities, may be
reindexed by only one, ranging from 1 to the total number of
the variables. Then, all the above formulas hold, and we can
compute the entropy and, hence, the free energy of the pro-
teins, and also determine the statistical averages of the ther-
modynamic quantities at a given temperature. Similarly, we
may construct a 3D phase space with, for example, the vari-
ables being n,, €py, and U and use the WHAM to determine
the DOS in such a phase space.

The WHAM smoothens the results when using the data
from all the simulations. Figure 1, for example, presents the
average interaction potential (Upy) between a protein and
the walls of the pore, computed using the WHAM, with that
calculated using a single simulation. Far from the folding
temperature 7; the results are very similar. Near T}, however,
the data from a single simulation differ from those computed
using the WHAM due to the large fluctuations in the poten-
tial energy. Figure 1 also provides evidence for the accuracy
of the WHAM results.

h (nm)
1200 - = =175 '
800
>
(@]
400
0 : .
0.08 0.1 0.12 0.14 0.16
T
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IV. RESULTS AND DISCUSSIONS

Due to the complexity of the dynamics of proteins in
confined environments, there are many aspects of their be-
havior that one must study and, when meaningful, compare
them with those under bulk conditions. In what follows we
take up such issues and describe the results.

A. Folding temperature in nanopores

We first describe computation of the folding temperature
Ty and the effect of confinement on T}, which is of central
importance to the rest of our discussions. The folding tem-
perature T; may be defined as the temperature at which (i)
the specific heat Cy is maximum, (ii) the variance y of the
number n, of a-helical HBs is maximum, (iii) d{n,)/dT is
maximum, (iv) (n,)=1/2, or (v) the probabilities of being in
the folded and unfolded states are equal or, equivalently, the
free energy of the two states are equal, although the most
commonly used definition is the first one. We estimated 7;
for several pore sizes and proteins’ lengths using the five
methods together with the WHAM. All the methods yielded
essentially the same estimates of T7.

Figure 2, for example, displays the specific heat Cy and
the variance y of the number of the a-helical HBs, X=<ni)
—(ny)?, of the protein of length £=16 and their dependence
on 7T, computed by the WHAM, where they are also com-
pared with the results in nanopores of various sizes. The
specific heat is in units of k. It has only one peak, indicating
the two-state nature of its statistics. The locations of the
peaks provide estimates of the folding temperature T;. Simi-
larly, the location of the maximum in y provides an estimate
of Tf.

The estimates of T} for several pore sizes h, using the
method (i), are shown in Fig. 3, which displays T versus 1/h
(so that the intercept with the vertical axis represents the
bulk). Regardless of how it is estimated, T of the proteins in
nanopores with attractive walls decreases, relative to the
bulk condition, and is smaller for smaller pores. This implies
that there exists a temperature 7" with T o,e <T<Tfp, at

25
h (nm)
- — —175(U) AN
200 L 1.75( ) £ i
Bulk R
I
15} e
=y
= 140
[
10+ & \
. = \
: Iy
5f s / \
2 / \
o \
0 : P
0.08 0.1 0.12 0.14 0.16
T

FIG. 2. The specific heat Cy, and the variance y of the number of a-helical HBs vs temperature for a protein of length € =16 under bulk condition and in the

pores.
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FIG. 3. Folding temperature 7} of proteins of length € vs the pore size h. All
the results are for attractive walls, except where noted by U~ for the repul-
sive ones.

which a protein is folded in the bulk, but not so in the nan-
opore. Therefore, one may say that the protein has been de-
stabilized in a nanopore with attractive potential U*. In a
pore with purely repulsive walls, however, T increases rela-
tive to the bulk and, therefore, the protein is stabilized. In
Sec. IV D we discuss this phenomenon in more detail.

B. a-helix folding in the bulk

Although the behavior of proteins in the bulk has been
studied before, in this section we describe briefly some of the
results under the bulk conditions, since they will be com-
pared with those obtained in the nanopores. The simulated
proteins in this work are single-domain structures and have a
cooperative (two-state) folding dynamics. The DMD simula-
tions indicate that the proteins that we consider (with
lengths, €=9, 16, 23, and 30) fold onto an a-helix configu-
ration at low temperatures. To describe the results quantita-
tively, we use n,, the number of a-helical HBs as the order
parameter for the folding. Time dependence of n, and the
corresponding protein configurations are presented in Fig. 4

T=0.16

12

T=0.08
12 T T TT
8 -
t-1
[~
4 |
% 100 200
Time (ns)

FIG. 4. (Color online) The instantaneous number n, of the a-helical HBs
for a protein of length €=16 under bulk conditions. Side chains are shown in
darker gray. All other beads are in the same brighter gray color.
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FIG. 5. Average number (n,) of a-helical HBs vs T for a protein of length
€=16 under bulk condition and in the pores and computed using the WHAM.
The circle indicates the location of the folding temperature.

for three temperatures that are lower than, close to, and
higher than the folding temperature, 7;=0.135, for the pro-
tein of length €=16.

Proteins resemble a random coil at high enough tempera-
tures and have no definite structure. Even if a HB is formed
at such temperatures, due to the high kinetic energy, it has a
short life. As the temperature is lowered, the a-helical HBs
last longer and, hence, local a-helical structures are more
likely to emerge, the formation of which is also aided by the
fact that when a native a-helical HB is formed, it also helps
other a-helical HBs to form in its surrounding. Close to T,
the protein changes its structure regularly, from completely
unfolded to partially and completely folded. Finally, at low
enough temperatures the protein is always in the folded state
with the nearly entire set of a-helical HBs formed.

Temperature dependence of the average (n,), computed
by the WHAM, is shown in Fig. 5 for a protein of length €
=16, where it is also compared with those in a nanopore (see
also below). It is clear that definite changes in the structure
of the protein occur near 7y, which is clearly indicated by the
changes in {n,).

Figure 6(a) presents temperature dependence of the av-
erage potential energy (U)=(Uyg+Uyp), computed by the
WHAM. All the energies are in units of eyg. As in the case
of {n,), there is a sharp change in the average potential en-
ergy of the system at Ty

Figure 7 depicts the free energy of the protein of length
£=23 and its relation with n, and temperature in a 2D his-

(Energy)
(Energy)

FIG. 6. Temperature dependence of the various contributions to the total
energy for a protein of length £=16 in (a) the bulk and (b) in a pore of size
h=1.75 nm. The circles indicate the location of the folding temperature.
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FIG. 7. Free energy of a protein of length €=23 under bulk condition, as a
function of the order parameter n, and the temperature 7.

togram (computed using the WHAM). Two states of the pro-
tein, which have minimum free energy and are stable at low
and high enough temperatures, are the folded and unfolded
states. The potential energy of the folded state is at its mini-
mum and, hence, is stable at low temperatures [Fig. 7(b)],
but the unfolded state has high entropy and, thus, is stable at
high temperatures [Fig. 7(d)], where the entropic part of the
free energy dominates. Near the folding temperature 7} the
free energies of the two states do not differ much, with an
energy barrier existing between them, which is usually re-
ferred to as the transition-state ensemble [Fig. 7(c)] (see also
below).

C. a-helix folding in a nanopore

At high temperatures a protein is similar to a random
coil; see Fig. 8(a). However, the pore’s walls restrict the
number of its possible unfolded states at such temperatures.
Due to the attractive potential between the nanopore’s walls
and the protein’s atoms, portions of the protein may some-
times be adsorbed onto the walls. The protein may even be
completely adsorbed on one wall. These are shown in
Figs. 8(b)-8(d).

As the temperature is lowered, it becomes possible for
more a-helical “turns” to appear, which attach the protein to
the walls only laterally. In fact, in this case not all the
protein’s atoms that are in such turns may be in contact with
the walls due to the definite structure of the protein; see
Fig. 8(e). Near T; the protein changes its state frequently,
from completely folded to completely unfolded states. In
contrast to the bulk conditions, however, a new phenomenon
occurs near Ty, namely, attraction to the walls may give rise
to an unfolding nucleus, because if the neighboring atoms of
one part of the protein attach themselves to a wall, they will
lose their native a-helical HBs. Such a configuration is pre-
sented in Fig. 8(f). Thus, it appears that the attractive inter-
action of the protein with the walls competes with folding to
a-helix configuration. Hence, not only does the interaction

@ @© o
® @) (U]

F

@

FIG. 8. (Color online) Protein configurations in a nanopore. In between the
walls and the thin lines at a distance d;, Upw=2, beyond which the attrac-
tive potential U* acts for a distance d,. (a) High-temperature, random coil
structure. [(b)—(d)] Partial or complete adsorption on the walls. (e) Adsorp-
tion on the two walls at a temperature lower than that in (a)—(d). (f) Partially
unfolded state near the folding temperature T;. [(g)-(i)] Folded adsorbed
states at T<Ty. (j) Folded state in the middle of the pore for a protein with
large kinetic energy.

with the nanopore’s walls disturbs folding but also folding to
the definite a-helix structure disturbs the protein’s interaction
with the walls.

At still lower temperatures, the protein attains its native
state and may be attached to one wall laterally or to one or
both walls through its ends; see Figs. 8(g)-8(i). Moreover, if
the protein has enough kinetic energy, it may overcome the
attractive potential with the walls, as shown in Fig. 8(j).
Thus, overall, the protein undergoes a repeating sequence of
folding/partially folding/unfolding transitions, depending on
the temperature and the nature of the interaction between the
proteins and the pore’s walls.

Figure 6(b) presents temperature dependence of the av-
erage potential energy and its various components for a pro-
tein of length €=16, in the smallest pore simulated, namely,
one with size h=1.75 nm, and compares it with that of the
same protein in the bulk [Fig. 6(a)]. As, expected, (U),
(Uyp), and (Uyp) always decrease by decreasing 7, but
(Upy) behaves differently. Near T; Upy, exhibits an unex-
pected increase by decreasing 7.

This behavior is shown in more detail in Fig. 9. Cooling
the proteins at 7> T; increases [(Upy)|, as well as the aver-
age number (n,) of the a-helical HBs which is, however,
very small. Near the folding temperature (n,) is no longer
negligible. In this range of T the proteins can only laterally
attach themselves to the walls, hence decreasing [(Upy)|.
Therefore, although the temperature is lower, but due to the
internal interactions in the a-helix and the new structures
that are formed in it, [{Upw)| decreases. By lowering T fur-
ther, nearly the entire a-helix is formed and [(Upy)| in-
creases again.

Using the WHAM, we also computed the DOS in the 3D
phase space of (n,), Upy, and the free energy which, as

Downloaded 18 Jun 2012 to 129.97.58.73. Redistribution subject to AIP license or copyright; see http://jcp.aip.org/about/rights_and_permissions



115105-9 Protein dynamics in nanopores

o T — . . 12
pt T RTI

\* - - (nu)

-4 L L
0.08 0.1 0.12 0.14 0.16
T

FIG. 9. The average interaction energy (Upy) between a protein of length
€=16 and the walls of a pore of size #=1.75 nm. The arrow indicates the
location of the folding temperature.

described above, was used to compute the free energy in
the 2D phase space of {n,) and Upy at any temperature; see
Fig. 10. The free energy minima with high values of (n,)
correspond to smaller values of (Upy) and vice versa. Thus,
Fig. 10 demonstrates clearly the competition between the
quantities.

Folding of proteins through intermediates and metasta-
bility in protein folding have been studied widely under the
bulk conditions, taking into account only the internal inter-
actions in a protein.3 * Here, we present a case in a nanopore
in which a state different from the true native state of the
protein turns out to be at the minimum free energy at low
temperatures. The effect is not related to the internal interac-
tions of the protein, rather it is due to the energetic interac-
tions of the protein with the pore walls and the entropic
effect of confinement in very tight pores.
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FIG. 11. (Color online) Configurations of a protein of length £=9 in nan-
opores of sizes of 1.5 and 1.89 nm at 7=0.08. The protein has not folded.

In two of the smallest pores that we have considered,
namely, those with sizes 2=1.5 and 1.89 nm, a small protein
of length €=9 does not attain its true native state at low
temperatures. Instead, it takes on a U shape with one or both
of its end sides attached to the walls. This is shown in Fig.
11. The protein has four HBs, only one of which is a-helical
(the native state has five a-helical HBs), and more of its
atoms are close to the walls than those in the folded state.
Although the potential energy of such unfolded states is
nearly the same as those in the folded one, entropic effects
which favor the unfolded states are also important. Upon
further cooling at temperatures below the apparent folding
temperature 7}, the protein becomes trapped in its U shape
without having enough kinetic energy to overcome the en-
ergy barrier for attaining a folded state. Thus, such configu-
rations do not represent truly folded states.

To understand better the nonfolding of the configurations
in Fig. 11, we analyze the system more quantitatively. The
potential (Upw) at T=0.08 decreases from about —0.9gy; in
large pores to nearly —1.9eyp in the two smallest pores that
we consider. This implies that the decrease in (Upy) com-
pensates for the increase in (Uyg). For the system shown in

FIG. 10. Phase space for a protein of length €=16 in a pore of size ~=1.75 nm.
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FIG. 12. The total average energy (E) and entropy difference AS=S,-S for
all pores of size & and a protein of length €=9. Entropy of the unfolded state
is larger than that of the folded state in the two smallest nanopores. More-
over, the potential energy of the unfolded state in the two smallest nanopores
is slightly smaller than that of the folded state in two largest nanopores.

Fig. 11, the total average energy, (U)=(Uyg+ Uyp+ Upy), of
the unfolded U-shaped protein in the two smallest pores is
even slightly smaller than (U) for the folded protein in larger
pores. We also estimated the entropy of the unfolded
U-shaped state and the folded state by summing over all the
densities of state with n,=4 and Upw=<-1 and n,=5 and
Upw=0. The differences between the entropies of the two
states, i.e., AS=S;—S;, were then computed as a function of
the pore size h and are shown in Fig. 12 where, in order to
make a direct comparison with the total energy, we present
TAS (T=0.08). In the small pores the entropy of the
U-shaped unfolded state is larger than that of the folded
state. However, while the U-shaped configuration can exist
only near the walls, the folded state can exist without having
any interaction with the walls. Hence, in the larger pores, the
entropy of the folded state becomes larger because more free
space is available for the protein between the walls.

Thus, the existence and stability of such unfolded states
are directly due to the attractive interactions between the
walls and a protein’s atoms, which lower the energy of a
non-native state and, therefore, help it compete strongly with
the native state. The DMD simulations also indicate that the
same protein in the same pore sizes, but with repulsive walls,
can attain its native state at low temperatures.

D. Entropic effects

Using the WHAM, we estimated the DOS of the proteins
as a function of n,, the order parameter for the folding, in
order to study the effect of the pore size and the type of its
walls’ interaction (attractive versus repulsive) on the pro-
teins’ entropies of the folded and unfolded states.

To compute the dependence of the entropy on n,, we
construct a 2D phase space with U and n, being the main
variables and compute the DOS in the 2D space using the
WHAM (see above). Then, in order to estimate the DOS for a
given n,, we sum over all the DOSs with n,, held fixed at its
specific value, but for different U. While most of the contri-
butions to the potential energy are by the a-helical HBs, the
values of U with a significant DOS and a fixed n, is not
spread out and, hence, the estimate is rather accurate. Then,

J. Chem. Phys. 128, 115105 (2008)
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FIG. 13. Entropy of a protein of length €=16 (in units of kz, Boltzmann’s
constant) vs the order parameter n, for various pore sizes. The entropy of
the folded state (n,=12) was set to zero for all the pore sizes and in the
bulk. The inset shows the results for the unfolded state (n,=0), indicating
separation of the different cases shown.

determining the DOS versus n, is equivalent to computing
the entropy versus this parameter.

Figure 13 presents the entropy of a protein of length ¢
=16 in the bulk and in pores of various sizes versus the
folding order parameter n,. For all the cases the entropy of
the folded state (n,=12) was set to zero, so that the differ-
ence between the entropies of the unfolded and folded states,
AS=S§,-S;, shown in the inset of Fig. 13, becomes clearer. In
contrast with the bulk, the entropy difference AS is smaller
for the smaller pores. Since the entropy difference is the
reason for the stability of unfolded states at high 7, the im-
plication is that in nanopores the unfolded states are less
stable than the same proteins in the bulk. A folded state has a
unique compact structure with a very low entropy, but the
unfolded states have no definite structure and are more ex-
tended. Therefore, confining a protein in a nanopore de-
creases the entropy of its unfolded states much more than
that of the folded ones. As a result, AS for proteins in a
nanopore is smaller than the corresponding value in the bulk.
Moreover, smaller pores result in smaller AS. This effect
stabilizes proteins in a pore, hence increasing its T}, as in the
case of a protein of length €=16 in a pore with a repulsive
potential U™ and size h=1.75 nm, shown in Fig. 13. In fact,
for a pore of a given size, AS is smaller with repulsive walls
than one with attractive walls, since the effect of confinement
is stronger with repulsive walls.

To make such statements more quantitative, consider,
05=AS,—AS,, where the subcripts b and p denote the bulk
and pore conditions, respectively. The DMD simulations in-
dicated that for a pore of size h and the protein of size ¢
=16 one has,

—8Soh! (13)

(the implied prefactor is about 3.2) which may be compared
with
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— 58S o« BB, (14)

derived by de Gennes® for the entropy loss of a polymer
chain confined to a tube of size & <Ry, where R; is the Flory
radius® of the chain, an estimate for the root mean square
end-to-end distance of a flexible linear polymer, which is
usually different from, but of the same order of magnitude
as, R,, the polymer’s radius of gyration.

While in the DMD simulations the pore size & is com-
parable with or larger than the radius of gyration R, of the
protein at high 7, we may expect an exponent smaller than
the 5/3 derived by de Gennes™ for the chains. He argued
that the entropy loss of a linear polymer confined in a tube of
size h<<R; should vary linearly with its length, based on
which he derived the 5/3 exponent which is, in fact, 1/v,
where v is the exponent of 3D linear polymers, Ry~ N”, with
N being the number of monomers in the polymer. Because in
the simulations 4= R;, we cannot a priori assume that the
linear proportionality of the entropy loss with the proteins’
length holds.

Thus, suppose that we have a fixed confining volume
with dimension 4> R; and imagine two cases: (i) a polymer
(protein) with N monomers and (ii) two polymers that are far
apart, each with length N/2. The total entropy loss in the
second case is larger than that in the first case because in the
second case we have configurations in which one polymer is
far from the walls, while the other polymer is near the walls,
hence reducing the entropy. In the first case, however, when
the first half of the polymer is far from walls, so also is the
other half. Therefore, the entropy loss of a polymer with
length N is less than twice the entropy loss of a polymer of
length N/2, implying that 6S o« N?, where p<1. Now, adopt-
ing de Gennes analysis, we expect the entropy loss of the
polymer to be a function of & and R;=aN>> only (where a is
the typical dimension of the monomers),

88 = @g(Ry/h), (15)

where ¢g is a scaling function. But, since 8Sx«NP, if we
assume a power-law relation for ¢g, we obtain,

58 = NP(alh)*P3, (16)

implying a power of & which is smaller than 5/3, consistent
with Eq. (13). Note that the exponent of 1.0 is even smaller
than 4/3, the exact value of v for 2D linear polymers.

The entropy differences can be used for obtaining accu-
rate estimates of the folding temperature 7. Consider, first,
the bulk state. Recall that one way of estimating 7T} is by
defining it as the temperature at which the free energies of
the folded and unfolded states are equal. Thus, one has E;
~TiSi=Ey—TiSyr,  so  that  Ti=(Ey—Ep)/(Sy—Sp)=(Ey¢
—E;)/(AS,+65S). Since under the bulk conditions &S van-
ishes, one has, Ty,=(E—E;)/AS,. But, the potential energy
of the unfolded states is negligible and, therefore, we obtain

E;

Ty, AS, (17)
If the numerical values of the relevant quantities, computed
by the DMD simulations, are used in Eq. (17), we obtain
estimates of T}, for proteins of length €. In Fig. 14 compares

J. Chem. Phys. 128, 115105 (2008)
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FIG. 14. Folding temperature Ty, in the bulk estimated by Eq. (17) (circles)
and its comparison with those obtained directly from the WHAM (squares).

such estimates with those obtained directly by the free en-
ergy calculations (see above); the agreement is excellent.

Now, we use the same type of analysis to discuss what
happens to the folding temperature 7; in a pore with repul-
sive walls—one in which only the effect of confinement is
present, as a protein has no interaction energy with the walls
other than the hard-core repulsion. Hence, we have &S
<AS,, so that we can write (Ty—Ty,)/Ty=1/(148S/AS))
-1 or

Ti—T,
L~ _ 55/AS,. (18)

fb
In the case of a pore with repulsive walls that we have stud-
ied (with size h=1.75 nm and a protein of length {=16), we
have —8S/AS,=0.022, which is in complete agreement with
the estimate obtained directly from the DMD simulations,
(Ty—Ty,)/ Tr, =0.025.

E. Energetic effects

Many previous studies of the behavior of proteins in
confined environments with repulsive walls'>?*?! have
stated that the entropy loss in such environments causes the
instability of the unfolded states and, hence, the stability of
proteins’ folded states. In such environments, however, only
entropic effects are important. We now describe a physical
effect that stabilizes the unfolded states of proteins in
nanopores with attractive walls, which we show competes
with the entropy loss and wins over it.

As discussed above, in contrast with the folded states the
unfolded states, due to their structure interact more strongly
with the walls of a nanopore. To quantify this statement, we
computed (Upy) as a function of the order parameter n, at
the folding temperature 7;. The results for A(Upy) in
nanopores of sizes h=1.75, 3, 7, and 12 nm and the proteins
of length €=16 are —2.8, —2.2, —1.4, and —1.1, respectively.
All the energies are in units of eyg. They indicate that, com-
pared with the folded states with high n,, (Upy) is lower for
the unfolded states with low n,. While this part of the poten-
tial energy is present only in a nanopore, it is exactly what
gives rise, relative to the bulk, to more stable unfolded states
in the pore. In a pore with attractive walls, this effect is even
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FIG. 15. (a) Schematic of the free energy of a protein, showing AE g ; and
AEqsg - (b) Free energy vs order parameter n, for a protein of length €
=16 in the bulk and in a pore with repulsive walls, at 7=0.135.

stronger than that of the entropy, such that it can even desta-
bilize a folded state of a protein and reduce its T}. If epy, the
strength of the interaction between the protein and the pore’s
walls, is reduced, this effect would weaken to the extent that
the protein may be stabilized again in the nanopore.

Let us now define

AUpw) = (Upw)ut = {Upw)i) =1,
= (Upwhn =0 = (Upw)n =¢-4)1=1

as the difference between the potential energy of interaction
with a nanopore’s walls of the folded and unfolded states of
a protein; it is a negative quantity. The DMD simulations for
pores of size i and the protein of length {=16 also indicate
that

— AUpy) = h™93, (19)

F. Folding and unfolding rates

The rates of folding and unfolding of proteins are
strongly dependent on the confinement of a nanopore, as
well as the nature of the proteins’ interaction with the walls.
The rates are defined by k;=1/7; and k=1/ 7, where 7y and
7,¢ are the average folding and unfolding times of the pro-
teins. Suppose that the free energy difference between a
folded state and the transition-state ensemble (TSE) is
AEqgg ¢ and similarly between an unfolded state and the TSE
is AE1gg - The folded state is the local minimum of E at a
high value of the order parameter n,; the TSE is local maxi-
mum for an intermediate value of n,, whereas the unfolded
state corresponds to the local minimum of E at a small value
of n,. These are shown schematically in Fig. 15(a).

According to Mirny and Shakhnovich,® the folding
and unfolding rates of a protein may be estimated as
k¢=c exp(—AF1gg ) and kys=c exp(—AErgg ), where c is a
constant. (More precise estimators also exist, but we only
wish to discuss qualitatively the effect of a pore size and the
nature of the interaction with its walls on the folding and
unfolding rates.) Therefore, we may use the WHAM to com-
pute the free energy landscape at various 7 in order to esti-
mate k; and k¢ in units of the constant c.

Figure 15(b) presents the free energy of a protein of
length €=16 in the bulk and in a pore of size £=1.75 nm
with repulsive walls at 7=0.135. For both cases the free
energy of the protein was set to O for n,=4 which represents

J. Chem. Phys. 128, 115105 (2008)
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FIG. 16. Temperature dependence and comparison of the free energy
changes AE (in units of k;zT) for the bulk state and for a pore with repulsive
walls for a protein of length €£=16. (a) For the unfolded state and (b) for the
folded state. Symbols indicate the folding temperature of each case, while
TSE denotes the TSE. The pore size is 7=1.75 nm.

the TSE. It is clear that AEqgg ¢ in the nanopore is larger than
that in the bulk, whereas the opposite is true about AErgg .

To explain these results, we note that confinement affects
the unfolded states much more strongly than folded ones
because the structure in the latter is compact, whereas the
unfolded configurations are more extended. The TSEs have
some native a-helical HBs, as they are partially folded and,
thus, they are not as extended as the unfolded states, but also
not as compact as the folded states. We also note that, in a
pore with purely repulsive walls, the interaction with the
walls does not affect a protein’s potential energy; only en-
tropic effects are important. Moreover, most of the contribu-
tion to the free energy of a folded state is due to its low
potential energy, but for the TSE and unfolded states most of
the contributions are related to the entropy. Therefore, in a
pore with purely repulsive walls, the free energy of a folded
state is not affected much by confinement, but that of the
TSE increases somewhat, whereas the free energy of the un-
folded states increases the most due to their entropy changes
in the nanopore.

Therefore, we expect the confinement in a nanopore to
reduce the entropy of the TSEs, but not as much as that of
the unfolded states. As a result, in a pore with purely repul-
sive walls, the entropy of the folded state is affected the
least, the entropy of the TSEs is reduced somewhat, whereas
that of the unfolded states is reduced the most. More quan-
titatively, we compare AStgg¢=Stsg—S; and AS¢=S,—S;
in a pore of size h=1.75 nm with repulsive walls with those
under the bulk condition, for the protein length of 16 (see
Fig. 13). In units of kg, AStsgr and AS,¢ are, respectively,
59.2 and 93.1 for the bulk conditions and 58.0 and 91.1 for
the pore with repulsive walls, hence demonstrating the effect
of entropy on the TSE and the unfolded states in a pore with
repulsive walls. Hence, as Fig. 15(b) indicates, in contrast
with the bulk state, AErgg ¢ increases, whereas AEtgg s de-
creases in a nanopore with purely repulsive walls.

Figure 16(a) presents the computed AEqgg ¢ (in units of
kgT) versus the temperature for a protein of length €=16 in
the bulk and in a pore with repulsive walls. Also shown are
the corresponding 7. Since one has AErqgg ¢/ kgT=1n(c)
=—In(k¢/c), 7—the folding time—at any 7 is smaller in a
pore with repulsive walls or, equivalently, k—the folding
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FIG. 17. Free energy vs the order parameter n, for a pore of size 4 with
attractive walls and in the bulk for a protein of length €=23 at temperature
T=0.138.

rate—is larger than its bulk value. Figure 16(b) presents
AErgg ¢ (in units of kzT), where the opposite trends are pre-
sented.

In Fig. 17 we display the free energy of a protein of
length €=23 in the bulk and in pores of various sizes with
attractive walls at temperature 7=0.138. For all the cases the
free energy of the protein was set to O for n,=5 which rep-
resents the TSE. The trends in Fig. 17 are opposite of those
for the case of a pore with repulsive walls. That is, AEqgg ¢ in
a pore with attractive walls is smaller than that in the bulk,
whereas AErgg . is greater.

To explain these results we recall that in a pore with
attractive walls the interaction energy with the walls is much
larger than the entropic effects. In such a pore the unfolded
states interact much more strongly with the walls than the
folded state which has a strictly compact configuration.
Moreover, forming the a-helical structures reduces [{Upw)|.
While the TSEs are partially folded states, in a pore with
attractive walls the potential energy Upy of a folded state is
low; that of the TSEs is lower, while the potential energy of
the unfolded states is the lowest. Therefore, because the en-
ergetic effects are stronger than the entropic effects, we ex-
pect AEqgg ¢ to decrease but AErgg ¢ to increases, trends that
are seen in Fig. 20.

Figure 18 displays the temperature dependence of the
free energy changes AErsg s and AEqgg; (in units of kzT)
for a protein of length €=23 in the bulk and in pores of size
h with attractive walls, where the corresponding folding tem-
peratures are also shown. Given the relation between the free

4.3

AETSE,uf
w
W

23
0.135

FIG. 18. Same as in Fig. 16, but for a pore of size h with attractive walls
and a protein of length €=23.
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FIG. 19. The probability p of a HB being an unfolding nucleus for all the
HBs (from the N-to the C-terminals) in the bulk and in a pore of size h
=1.75 nm with attractive (U") or repulsive (U~) walls for a protein of length
{=16.

energy changes and the folding time 7;, we see that in a pore
with attractive walls at temperature 7, 7; is larger than the
corresponding value in the bulk (or the folding rate kg is
smaller), while the reverse is true for the 7, of the unfolded
states, and such increases or decreases are larger in smaller
nanopores.

G. Role of proteins’ termini and HBs in their unfolding

The importance of the N- and C-termini of proteins in
their folding has recently been emphasized.%*m In addition,
some have studied®® whether it is the N-or C-terminal of a
protein domain that folds or unfolds first, or which set of the
residues may be more stable.** Here, we study this issue
from interesting angles which, to our knowledge, has not
been investigated before.

Suppose that at some point in time, when a protein is
essentially in its folded state (with at least 90% of its
a-helical HBs formed), it begins to unfold to reach n,=0.
The HB between C; and N;4 is numbered i, the number
given to a residue is assigned from the N-terminal of a pro-
tein, while that of each HB is the lowest number of residues
(the amino acids) that contains it. The direction of numbering
is from the N-to the C-terminal. In the DMD simulations at
any temperature the first HB from which the unfolding began
was monitored. Such a HB acts as an unfolding nucleus.

In Fig. 19 we present the computed probability of a HB
being an unfolding nucleus along a protein of length of 16 in
the bulk, and in two nanopores of size of 1.75 nm, one with
repulsive walls and another with attractive ones. In all the
cases protein unfolding begins most probably from its ends.
This may be due to finite-size effects.”!

Note that, in all the cases, unfolding from an N-terminal
is more probable than from a C-terminal. When an a-helical
HB is formed, it also helps formation of a-helical HBs in its
neighbors. Moreover, a protein helps formation of a HB in
the direction of a N-terminal more than those in the
C-terminal direction.” The effect that is indicated by Fig. 19
provides yet another evidence for the asymmetry between
the two directions in an a-helix, which may be attributed to
the steric effects. Interestingly, Fig. 19 indicates that, for a
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FIG. 20. The probability p of interaction with a pore’s walls of the beads in each amino acid of a protein of length €=16, in contrast to other amino acids.
The direction of the residue numbering is from the N-to the C-terminal. (a) A=12 nm and 7=0.08; (b) A=7 nm and 7=0.08; (c) ~=12 nm and 7=0.135; (d)

h=1.75 nm and T=0.13; (¢) h=1.75 nm and 7=0.16.

protein confined in a nanopore, the probability of unfolding
from a N-terminal becomes even larger, the probability of
unfolding from the C-terminal decreases, whereas the prob-
ability of unfolding from the middle HBs is very low. In a
similar manner, we may determine the HB in an unfolded
protein which acts as a folding nucleus. Our simulations in-
dicate that folding from the unfolded structure is less likely
to begin from its termini.

There exists an asymmetry between the proteins’ two
termini. The DMD simulations indicated that at low tempera-
tures, when a folded a-helix structure interacts with one wall
of a pore and the interaction occurs only through one of its
two termini, then, with overwhelming probability (more than
90% of the times), it is through its C-terminal which is ad-
sorbed on the wall. This is demonstrated in Figs. 20(a) and
20(b), where we present the computed probability p of inter-
action with pore’s walls of the beads in each amino acid of a
protein of length €=16, in contrast with the other amino
acids, at 7=0.08 and in two different pores. The direction of
the numbering of the residues is from the N-to the
C-terminal. Moreover, we find that, at any temperature, bind-
ing of the proteins’ residues to the pore’s walls with attrac-
tive interactions is more likely to be by the resides that are
closer to the C-terminal. This is demonstrated in Figs.
20(c)-20(e). This is, of course, related to the fact, described
earlier, that in such pores unfolding from the C-terminal is
more likely.

V. SUMMARY

Extensive DMD simulations were carried out in order to
study the stability and folding of a—de novo—designed pro-
teins in slit nanopores, which is of fundamental interest to
protein separation and purification by nanoporous mem-
branes, as well as to biocatalysis and nanoporous media that
have been under study as sensors. To our knowledge, our

study represents the most comprehensive one of its kind. The
focus of the work was on nanopores with attractive walls,
whereas the previous studies had considered the effect of
repulsive walls. We considered the effect of a variety of fac-
tors on the stability and folding of proteins in nanopores,
including the pore size, the nature of the interaction (repul-
sive versus attractive) of the proteins with the pore’s walls,
as well as the proteins’ size.

Near the folding temperature 7} and in the presence of an
attractive potential U* with the pore walls, the proteins ex-
perience a repeating sequence of folding/partially folding/
unfolding transitions, with the folding temperature T}, as well
as the folding rate, decreasing with decreasing pore sizes.
The unfolded states may even be completely adsorbed on the
pore walls with a negative potential energy. In such pores the
energetic effects dominate the entropic effects, as a result of
which the unfolded state is stabilized, with a folding tem-
perature T} higher than its value in the bulk. The opposite
trends are true in the presence of a repulsive interaction po-
tential U~ between the proteins and the walls. For short pro-
teins in very tight pores there exists an unfolded state with
only one a-helical HB and an energy nearly equal to that of
the folded state. The protein has, however, a high entropy, so
that its free energy is lower than what is expected. Under
such conditions, the proteins cannot fold onto their native
structure. In the presence of repulsive walls, however, such
proteins do attain their native structure, hence demonstrating
once again the significant differences between pores with
repulsive and attractive walls.

In Part II of this series we will focus on diffusion of
proteins in the same types of pores and study the effect of a
variety of factors on the rate of transport of proteins in nan-
opores which, to our knowledge, has not been studied before.
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