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Singularity Time Scale of the Kardar—Parisi-Zhang
Equation in 2+ 1 Dimensions
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A master equation for the Kardar—Parisi-Zhang (KPZ) equation in 2+1
dimensions is developed. In the fully nonlinear regime we determine the finite
time scale of the singularity formation in terms of the characteristics of forcing.
The exact probability density function of the one point height field is obtained
correspondingly.
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1. INTRODUCTION

Due to the technical importance and fundamental interest, a great deal of
efforts have been devoted to the understanding of the mechanism of thin-
film growth and the kinetic roughening of growing surfaces in various
growth techniques. Analytical and numerical treatments of simple growth
models suggest, quite generally, the height fluctuations have a self-similar
character and their average correlations exhibit a dynamical scaling form.
Numerous theoretical models have been proposed, of which the simplest
nontrivial example is the Kardar—Parisi-Zhang equation”
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where A(x, t) specifies the height of the surface at point x and f is a zero-
mean, statistically homogeneous, white in time Gaussian process with
covariance {f(x,t) f(x',t")) =2D,0(t—t") D(x—x"). Typically the spatial
correlation of forcing is considered to be as a delta function, mimicking the
short range correlation. Here we consider the spatial correlation as D(x —x")

L exp(—&= X)2) where o is the spatial correlation length of random
force When ¢ is much less than the system size L, i.e., 0 << L, the model
represents a short range character for the forcing. The same equation is
believed to describe the statistics of directed polymer in a random
medium,® where / has the meaning of the free energy. The mean value of
force on the interface is not essential and can be removed by a simple shift
in A. Every term in the Eq. (1) involves a specific physical phenomenon
contributing to the surface evolution. The parameters v, a, and D, (and o)
are describing surface relaxation, lateral growth and the noise strength,
respectively. The KPZ equation has the property of instability of local
minima, which means that there is a competition between the smoothing
effect of diffusion (the Laplacian operator), and the enhancement of non-
zero slopes. The resulting surface A(x,t) could have very complicated
structures. It is useful to rescale the KPZ equation using ' = h/hy, v’ =r/r,
and ' =t/t,. If we let hy=(2)'? ¢, —é, where r, is a characteristic
length, we can eliminate all of the parameters from the equation expect for
the coupling constant g == D° . The limit g — oo or v — 0 is known as strong
coupling limit.

Let us consider a substrate of size L and deﬁne the mean height of
growing film % and its roughness w by: A(L, t) = L/L2/2 dx h(x,t) and
w(L, t) = ({(h—h)>>)'/?, where {---) denotes an averagmg over different
realizations of the noise (samples). Starting from a flat interface (one of the
possible initial conditions), it was conjectured by Family and Vicsek that a
scaling of space by factor b and of time by a factor b* (z is the dynamical
scaling exponent), re-scales the roughness w by factor b* as follows:
w(bL, b*t) = b*w(L, t), which implies that w(L,t)= LXf(¢/L?). If for
large ¢ and fixed L (¢/L* — o), w saturates then f(x) — const., as x — c0.
However, for fixed large L and 1 << ¢ << L?, one expects that correlations
of the height fluctuations are set up only within a distance ¢!/ and thus
must be independent of L. This implies that for x << 1, f(x) ~ x? with
B = x/z. Thus dynamic scaling postulates that, w(L, ) ~ t# for 1 <t << L?
and ~ L* for ¢ > L”. The roughness exponent y and the dynamic exponent
z characterize the self-affine geometry of the surface and its dynamics,
respectively. Galilean invariance implies the relation y+z =2 independent
of dimension. The critical exponents of the strong-coupling regime are only
known in 1+ 1 dimensions and their values in higher dimensions as well as
properties of the roughening transition have been known only numerically
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and by the various approximative schemes. In the one-dimensional sub-
strates a fluctuation-dissipation theorem yields exactly z=3/2, y=1/2,
B =1/3 (see also ref. 15-16).

As mentioned above the limit g — oo is known as the strong coupling
limit. Despite intense effort in the recent years, the properties of the strong-
coupling phase are rather poorly understood. The KPZ equation is a non-
linear partial differential equation, so it includes the possibility of forming
singularities in finite time. This means that height-field (its gradients)
become singular or at least non-smooth, at points, lines or even complex
manifolds. Near singularities, the microscopic structure re-emerges, as the
height gradient changes over arbitrarily small distances. Eventually, the
singularity is cut-off by some microscopic length scale such as the distance
between molecules. The most fundamental question is whether the micro-
scopic structure becomes relevant for features of the height fluctuation
much larger than microscopic ones. If this is the case, the continuum
description is no longer self-consistent, but has to be supplemented by
microscopic information. One of the important category of physical sin-
gularities are those which exist for a period of time, being either stationary
or moving about in space like the classical example of sharp valley in the
KPZ equation or shock wave in the Burgers equation. At finite viscosity, a
sharp valley or shock wave is not a true singularity, but maintains a finite
width 6 determined by the ratio of the viscosity and the nonlinearity
strength. What is important is thus the fact that the solution remains con-
sistent as J goes to zero. Indeed the dissipation inside the shock remains
finite in this limit, so on scales much larger than ¢ the dynamics of height
field is the same as if & were zero. '

Let us summarize the properties of KPZ equation in one and two
spatial dimensions in the strong coupling limit. The main properties of the
KPZ equation are as follows: (i) In the limit of v — 0 the unforced KPZ
equation develops singularities for the given dimension. In one spatial
dimension it develops sharp valleys in the finite time, see Fig. 1. The geo-
metrical picture in Fig. 1 consists of a collection of sharp valleys interven-
ing a series of hills in the stationary state. Obviously the height itself is a
continuous quantity while in the sharp valleys the first derivative is discon-
tinuous. Higher derivatives are singular on the sharp valleys and only can
be described as distributions.? Indeed in one dimension we can charac-
terize jth valley with four quantities, its location y;, its gradients at y; .
(i.e., uy), y;,- (.e., u_) and its height measured from the 4, i.e., 4,;. Instead
of u, and u_ it is useful to define the quantities #="*3*= and s=
s(t) =u, —u_. The quantity s is known as the strength of sharp valley.
Through elaborating the stochastic dynamical equations it comes out that
the sharp valley characteristics are correlated to each other and forcing.'V
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Fig. 1. The sharp valley solutions in KPZ equation are demonstrated while the variables
characterising the vallies, namely 4,_, h,, and 4 are shown.®?

In two spatial dimensions KPZ equation develops three types of sin-
gularities in the finite time. The first singularities are finite sharp valley
lines (shock lines) across which the height gradients is discontinuous, see
Fig. 2. The second type is the end point of the sharp valley lines which
separates the regular points and singular region and is called a kurtopara-
boic point. As time goes these sharp valley lines hit each other and crossing
point of two valley lines (shock lines) produces a valley node (shock node).
Generically kurtoparabolic points disappear at large times and only a
network of sharp valley lines survives.®!*'® A complete classification of
the singularities of KPZ (Burgers) equation in two and three dimensions,
by considering the metamorphoses of singularities as time elapses, has been
done in ref. 12.

S N

=S

Fig. 2. Different time snapshots of two dimensional gradient configuration within system
size, i.e., —0,h and —0,A. In the solid lines the A(x, y) is not differentiable and for the regions
between the sharp-valley lines the height field is smooth function.
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(i) For white in time and smooth in space forcing, also the forced
KPZ equation develops singulartities in the strong coupling limit and in the
finite time. In one spatial dimension the statistical properties of height
fluctuations in the stationary state are determined by statistics of charac-
teristics of sharp valleys. For instance it is shown that to leading order and
for L>> ¢ the moments S, = {(h—h)") scales as S, = A,L"? where A,
depends on h,;, @ and s, which are defined on sharp-valleys."" In two
spatial dimensions the sharp valley lines (cusp lines) are smooth curves and
in the stationary state the sharp valley lines produces a curvilinear hexag-
onal lattice and therefore one finds an hexagonal tiling of singularity
lines™ (see also Fig. 2).

Here we shall adapt the master equation approach which enables us to
investigate the KPZ equation in the strong-coupling (or zero tension)
limit."D This approach enables us to determine the time scale ¢, that the
forced KPZ equation produces singularities. It is one of advantage of this
method that all the nonlinearities due to the nonlinear term § (VA)? can be
written in a closed form. When ¢ is finite, the very existence of the non-
linear term in the KPZ equation leads to the development of the singulari-
ties in a finite time and in the strong coupling limit (g — o0 or v — 0).
Therefore one would distinguish between different time regimes before and
after the sharp valley formation, i.e., #,. Starting from a flat initial condi-
tion, i.e., A(x,0) =0, h, = u(x, 0) =0 and &, = v(x, 0) = 0, which its evolu-
tion is given by the KPZ equation with v — 0, we know that after a finite
time (z,) the derivatives of function A(x, ) becomes singular. Before crea-
tion of singularites one can disregard the diffusion term in the strong cou-
pling limit, i.e., v —» 0. After this time scale the diffusion term is important.
In this paper we present an exact solution of the model in 2+ 1 dimensions
in the strong coupling limit. Using the master equation method we find the
time scale ¢, and show that it can be expressed in terms of the characteris-

tics of forcing and coefficient of the nonlinear term « as, 7, =3 (;5-)'* o”.

Also we derive the time dependence of the moments {(h—h)") for time
scales before the creation of singularities.

Now let us consider the Kardar-Parizi-Zhang equation in 241
dimension. Defining 4.(x, y, 1) =u(x, y, 1), h,(x, y,t)=v(x, y,?), and O
as:

0 =exp(—il(h(x, y, ) =h(t)) —imu(x, y, ) —imo(x, y, 1)) (2)

enable us to express the generating function as Z(4, y, ,, x, y,t) =<O>.
Using the KPZ equation and neglecting the viscosity term, in the limit of
v — 0 before the creation of singularities, we get:
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Z,=iy(t)lZ+l}. V4 +ll Z, ., —iolZ

M1 H2 2 K1k

—iadZ,,,, —ou, @) —alv,0)

a2

— 22k(0, 0) Z + 12k"(0, 0) Z + u,k"(0, 0) Z 3)

where 2(2) = h(t) =5 u*+v?), k(x—x") = 2D,D(x—x"), k"(0, 0) = k,,.(0, 0)

k,,(0,0) and § <u*) =% {v*) = —ak”(0, 0) t and we have used the homo-
genelty condltlon ie., Z =Z,= 0 The term {u,®0) and {v,0) and can be
evaluated as follows <u 0)=—i 7, —2<v0), and {v,0) = 1'%2/12 -
w <u,0). In appendix we have proved that {u,0) =<v,0) =0, so the
equation governing the time evolution of Z becomes

L
=iy(t) \Z - 2 me —ik 2 Zﬂz/tz
A A
tia—2Z, —ia—2Z,
H 2%}
—2%(0, 0) Z+,ufk”(0, 0) Z+ u,k"(0,0) Z. ()]

To derive the Eq. (4) we have used the Gaussianity of the forcing sta-
tistics which help us to write its contribution in terms of generation func-
tion according to a typical trick in Gaussian random forcing. The above
equation can be solved exactly with initial condition Z(4, y;, 4, 0)=1.
The solution has the following form, ")

Z(2, > o> 1) = (1 —tanh’(/2ik"(0, 0) al 1))
X eXp [ _2 In(1 —tanh*(\/2ik"(0, 0) ad t))

+é tanh~(tanh?(\/2ik"(0, 0) a £)) — A%k(0, 0) ¢
1. < —tanh(,/2ik"(0, 0) oclt))

8 14 tanh(,/2ik"(0, 0) aA 1)

—% i +ud) | %20) tanh(./2ik"(0, 0) oA £) ] ©)

Using the generation function we can derive the probability distribu-
tion function (PDF) of height fluctuation by inverse Fourier transforma-
tion. Expanding the solution of the generating function in powers of 4 all
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the moments {(h— %)™ can be derived. For instance the first fifth moments
before sharp valley formation are:

= [ KN0,0) N[ 2/ ¢\ t

< >‘<ak”(o, 0)> [_§<Z> ”Z]

oo 48/ K0,0) \/ 1\

G ) O

s (KA0,0) N[ 44 tNs 1\ '\
W =(em) | ) 20) ()]

o [ K3(0,0) \A[1216 / £\ 64 (1
< >‘_<ak"(o,0>> [945 <7> +?<Z>]

(0, 0)
S aw0.0 : . ) ]
expressions derived above is that through them the time scale of singulari-

ties formation can be found. We have found the time scale 7, by checking
the positivity condition of PDF, i.e., P(h—h, t) > 0. The PDF of height
fluctuation p(h—h, t) can be derived by inverse Fourier transformation.
The positivity of PDF means that all the even moments of {(h—/4)") must
be positive. In fact the above moment relations indicate that different even
order moments become negative in some distinct characteristic time scales.
Closer looking in the even moment relations reveals that the higher the
moments are, the smaller their characteristic time scales become such that
asymptotically tends to ¢, =3, for very large even moments. It can be
shown that after time scale ¢, the right tail of the probability distribution
function (PDF) of height fluctuations (i.e., P(h—h, t)) is going to become
negative, which is reminiscent of the singularity creation.

Let us discuss that why and Aow the time scale of negativity of right
tail of PDF related to the time scale of singularity formation #,. We remind
that to derive the result presented in Eq. (5), for the generating
function Z, we neglected the diffusion term in the limit v — 0. Therefore,
effectively we have the inviscid KPZ equation. In this limit after ¢, the KPZ
equation produces multi-valued solution.” Indeed the connection between
the negativity of right tail and time scale of singularity formation is related
to multi-valued solution of KPZ equation after time scale z,. We note that
the Eq. (5) has the property that Z(0,0,0,7)=1 which means that

*® P(h—h, u, v; t) d(h—h) du dv =1 for every time ¢. So the PDF of h—h
and its derivatives is always normalizable to unity. In the limit of v >0

(©6)

where t, = (

)= (5-)"? g% The important content of the exact
"Dy
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after ¢, height field becomes multi-value on the valleys, which is related to
the left tail of the P(h—h). The multiplicity of height field on valleys, on
which the height difference #—/ is mostly negative, increases the probabil-
ity measure in left tail of the PDF. Therefore to compensate the exceeded
measure related to the multi-valued solutions the right tail of the PDF tails
should become negative. The singularities in the limit v - 0 can be con-
structed from multi-valued solutions of the KPZ equation with v=0 by
Maxwell cutting rule,"” which makes the discontinuity in the derivative of
height field. For time scales after the characteristic time scale ¢, one should
also consider the contribution of the relaxation term in the limit of vanish-
ing diffusion coefficient in order to find a positive probability density
function of height field. In other words disregarding the diffusion term in
the PDF equation is valid only up to the time scales in which the singulari-
ties are developed.

Taking into account that a«>0 and k"”(0,0) <0, the odd order
moments are positive in time scales before formation of singularities. It
means that the probability density function P(h—h, t) in this time regime is
positively skewed. Therefore the probability distribution functions of
height difference has a non zero skewness as it evolves in time, at least up
to the time scale where the singularities are formed. We have performed the
inverse Fourier transform of the generating function numerically to get the
form of the P(h—h). To demonstrate the time scale of the singularity for-
mation we have numerically sketched the PDF evolution in time, Fig. 3. As
the system evolves in time, the formation of the first singularities leads to
the negativity of the right tail in the PDF.
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Fig. 3. In the left graph the time evolution of PDF of 4 —/ before singularity formation at
2 t4 and ¢, is numerically obtained. Right graph shows the right tails of the PDF of 42—/ for

2 ¢, and t, corresponding to before and after singularities formation which are numerically
calculated.
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Let us discuss about the stationary state of the 2-dimensional KPZ
equation in the strong coupling limit. Using the numerical results it is
shown recently that convergence to the statistical steady state is reached
after a few turnover times.!® Therefore in the stationary state the sin-
gularities will fully developed and at ¢ — co we should take into account the
relaxation contribution in the limit v - 0. Contribution of the relaxation
term in the rhs of the Eq. (4) is,

lin}) { —iv, V2O —ivi, (V0O }. @)

In ref. 7 we have calculated the finite contribution of this term in 141
dimensions. In 2+1 dimension calculation of finite contribution of the
relaxation term is more complex (because of complex structure of the sin-
gularities) and has been left for future works.

To summarize we obtain some results in the problem of KPZ equation
in 2+1 dimensions with a Gaussian forcing which is white in time and
short range correlated in space. In the non-stationary regime when the
sharp valley structures are not yet developed we find an exact form for the
generating function of the joint fluctuations of height and height gradients.
We determine the time scale of the sharp valley formation and the exact
functional form of the time dependence in the height difference moments at
any given order. We believe that the analysis followed in this paper is also
suitable for the zero temperature limit in the problem of directed polymer
in the random potential with short range correlations.® In the same direc-
tion the present method is applicable to the strong coupling regime of KPZ
equation in higher dimensions (d > 2) which is definitely an important step.
This methodology is one of the rare ways to tackle the strong coupling
regime of KPZ.

APPENDIX

In this appendix we present another way of deriving the height
moments by introducing the second spatial derivatives of height field and
also prove that <uy@> = <Ux@> = 0 Defining @(la His Bos N1s M2s M35 X5 )y t)
as

@(la His Hos M5 M5 35 X5 Vs t)
= exp{ —iA(h(x, y, 1) = h(t)) —ipu(x, y, ) = ip0(x, p, 1)
_”71 W(xo Y, t) _i”ZS(xr Y, t)_i’hq(x: Y, t)}’ (8)



446 Shahbazi et al.

the generating function is defined as

Z(ls Mis Hos 15 25 M35 X5 s t)=<@>a (9)

Where u(x’ y’ t) = hx(x5 y’ t)’ v('x’ y’ t) = hy(x5 y? t)’ W(x9 y’ t) = hxx(x’ y’ t)’
S(X, s t) = hxy(xs s t) and q(xs s t) = hyy(xa s t)

The eVOlution Of h(x’ y’ t)’ u(x’ y’ t)’ v(x’ y’ t)’ w(x’ y’ t)’ S(x’ y’ t)’
q(x, y, t) is given by the following equations

h = ; W2+ 02+ f(x, 3, 1) (10)
u, =o(uw+vs)+ f.(x, y, t) (11)
v, = a(us+vq)+ f,(x, y, 1) (12)
w, = a(w?+s>+uw, +vs,) + fr(x, ¥, 1) (13)
s, = o(ws+gs+vs,uw,)+ f,,(x, y, t) (14)
q, = (s> +q*+us, +vq,)+ f,,. (15)

It follows from the above equations that the generating function Z is the
solution of the following equation

Z, = iy(t) AZ—M;Z —m%z YioZ,

mm IZy0) mx

+ iaZﬂz)’

—iaZ, —iaZ, +iomZ,, +ienZ,

2112

+ iwhzr/mz + i(mZanrlz + iw73Zrzznz + ithﬂms

_l}'<f(xa ) t) @>_llu1 <fx(x9 Y, t) @>_i1u2<fy(x9 Y, t) @>

- ”71 <fxx(x5 ) t) @> - i”2<fxy(x, ) t) @> - ”73 <fyy(x9 Y, t) @>9 (16)
in which y(¢) is defined as y(z) = &, and the following identities have been
used

w0 +1,{s,0>+1,{q,0) =iZ —ilZ, —im7Z, —im,7Z,, a7
mw, 0% +1,{s,0>+n,{q,0> =iZ,—ilZ, —iwZ, —im,Z, . (18)
Now, using Novikov’s theorem we find
{f(x,p,t) @) = —ilk(0,0) Z—ink,,.(0,0) Z—in;k,.(0,0) Z (19)
Sl y,0) @) =ik, (0,0) Z (20)
(%, 3, 0) ) =ipk,(0,0) Z @1
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Salx, 3, 1) @) = —idk,,(0,0) Z—in k... (0, 0) Z—insk,, (0,0) Z  (22)
<fxy(x: Y, t) @> = _inkaxxx(Oa 0) zZ (23)
<fyy(x9 Y, t) @> = _iikxx(()’ 0) Z_inlkxxxx(oa O) Z_i’hkxxxx(oa 0) Za (24)

where k(x—x',y—y') =2D,D(x—x', y—y"), k(0,0) = %, k..(0,0) =k,,(0,0)
= —*% and k,(0, 0) =k, (0, 0) = 0. So we have

Z, = 1(0) 12 =25 2,y =135 2y + 102, 102,

5 Cmm iz mx

—iaZ, —iaZ, +iomZ,, +iomZ,

212

+ ia’hzﬂmz + ia”h Zﬂz'n + iO(ﬂ3 Zﬂzﬂz + iOC7]3Z,,3,73

— (7 12 4+ 134 2111113) K (0, 0) Z. (25)
Assumingstatistical homogeneity (Z, = 0, Z, = 0) and defining P(h, u, v,
w, s, ¢, t) as the joint probability density function of 4, u, v, w, s, and ¢, one

can construct the PDF as the Fourier transform of the generating function
Z with respect to la His Hos s 125 13

P(ﬁ, u’ v’ w’ s’ q’ t)
_ rdAdw dp, dn, dn, dis

" J2n 2% 27 2% 27 2%
X {CXP(M};"‘iﬂ1u+iﬂzv+i’71W+i7723+i7739) VAUR I t)}
(26)

_ From the Egs. (25) and (26) the equation governing the evolution of
P(h,u,v,w,s, q,t) can be derived, which is

P, =) Pz+g (u*+v?) P;—4awP —4dogP

—ow’P, —ag’P, — os’P, —as*P, — owsP, —agsP,
+k(05 0) PEE + 2kxx (07 O) Ph~w + 2kxx (Os 0) Pﬁq - kxx(oa 0) Puu _kxx(oa 0) va
+kxxxx (0’ 0) wa + kxxxx(oa 0) Pss + kxxxx (0’ O) qu + kaxxx (0’ 0) qu'

@7



448 Shahbazi et al.

From the Eq. (27), it is easy to see that the moments {A™u"v™w™s™q"
satisfy the following equation

d -
E <hngunlvn2wn3sn4qn5>
= ()R s g

_ &g <];n07 lunl +20nzwn3sn4qn5>

Ay~
_ 2 <hn0 lunlvn2+2wn3sn4qn5>

— 4ol hmoum W™ Flgnigns

—dahmumpmw s gty

+a(ny + 2)<hPum W s g

+ oy (w15 2y a(ng + 1) CRroum v s g

+o(ng, + D) ou v ws™g™s ' 4+ alns + 2) hrou v w s g™ty

+15(15 — 1) Ky (0, 0)AM0um v w5 g™ =2y

+ 21315k (0, 0)A™oumpmw™ ~Ls™gs =1y

+ 2113k, (0, 0) A"~ My ~Lsmgns

+ 215k, (0, 0) A"~ lymymwmsmags =y

—ny (1 — 1) ki (0, 0)CRMoum —2pmw™smgs

— 1y (1, — 1) ke (0, 0)CMoumv™ =2

+15(113 — 1) ko (0, 0)AMoumv™w™ ~2smg"s

+ 1, (1y — 1) Ky (0, 0) ™M 02w ™5™ =2

ans Chrourtomw s gy 4 g (g — 1) k(0, 0) <A™ ~2u v ws™ g™ ).
(28)

By substituting different sort of values for #n,, n,, n,, n;, n,, and ny; we
can find some coupled differential equations for different moments. For
example, if we take ny =n, = --- =ns; =0 we have

wy+<{g>=0 29
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or
(V-uy=0 (30)

where this is the same as the statistical hemogeneity condition. For
ny=1,n, =n, =n; =n, =ns; =0 we find

Chwy +<hgy = =Py = (o™ G3D

and forny, =0,n, =1, n, =n; =n, = ns =0 we find
Cuw) +<ugqy =0, (32
and if we assume the statistical hemogeneity we have
Cuw) = Cun,y = 3 <u*), =0. (33

So {uw) =0 and then <{ug) =0, also for ny=n,=0, n,=1, ny;=n, =
ns =0 we find {vg) =0, <ovw) =0.
Forny=0,n, =2,n, =n, =n, = n; =0 we find

&y = —auwy—oui) —2k,(0,0) (34)

and also we have (u’w) =1<u*), =0 by statistical hemogeneity and also
uPqy = (uPvy, —2{uvs), {uPv), =0, so {u’qy = —2{uvs) so that we have

d
E(tﬂ) = 20{uvsy—2k (0, 0). (35)
The corresponding differential equation for {uwvs) is
d
E(uvs} =0. (36)

If we assume that at # = 0 the surface is flat so all the moments at t =0 are
zero, so that (uvs) = 0 and then we find

(u*y = —2k,.(0,0) t. (37)
Similar calculations give

?y = —2k,(0, 0) £. (38)
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By focusing on the differential equation of the PDF it is deduced that
this equation is invariant under ¥ > —u and v — —v which is a conse-
quence of the inversion and reflection symmetry of the KPZ equation. So it
will result in the vanishing of the # and v odd moments

<u2k+1> — <U2k+1> =0. (39)

Using Eq. (28) the even moments of u# and v can be calculated. For
example, for {u*> we have

9 Cuty = —autwy —ocu') 12k, (0>, (40)

On the other hand <u*w) can be written as

Qutu,y =5 Uy, (41)
which is zero by homogeneity, also for {u‘q) we have
Cutv,y = u'v), —4u’vs) = —4<u’vs) (42)

in which (u*), is zero by homogeneity. The differential equation for
{ulos) is

% {uPvsy =0, 43)

so (u’vs) = 0. Therefore, it is obtained
(uty = 12k3,(0,0) 22, (44)

and we have the same for (v*). Also it can be found that {(u*?>=
4k2 (0, 0) t>. By continuing the above method all the moments {u"v™) can
be deduced.

On the other hand, the above calculations show that all the mixed
moments {u"v™s) are zero. In the following some of the moments of » and
v and their combinations have been given

u®y = () = —120k3 (0, 0) £3 (45)
uPo*y = utv?)y = =24k (0, 0) 23 (46)
uty = ) = 1680k? (0, 0) ¢* @7
ubv?y = (utv®) = 240k2 (0, 0) ¢* (48)

Cutv*y = 144Kk (0, 0) £, etc. (49)
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We aim to calculate all the momentes of & =h—Ah. Putting n, =2,
n, =n, = --- =0 in the Eq. (28), we find

% By = —alhu®y —alhv®y —alh®wy —alh?q> +2k(0,0).  (50)

We know that hP*wy = (hPu), —2{hu®) and because of the homogeneity
(h*u)y, =0, so we have

RPwy = =2{hu®, (51)
and also
ChPqy = —2{hv*), (52)
then
% h%y = a(Chu®y + {hv*y) +2k(0, 0). (53)

As it can be seen from Eq. (53) we need the moments (hu®y and ()
to find (A*), which the related differential equations are

d =, _ N N ) >
E<hu >=—p()}{u >—§<u >—§ uv™) —alhuw) —alhu’qy  (54)

d =, _ NI LI ) ") ")
EU’U >=—p()}<v >—§ (v >—§ uv™) —alhv'w) —alhv’qy.  (55)

By using of the statistical homogeneity the last two terms of the above
equations can be converted as

Ctwy = —5 <u®y

Kho*qy = =5 <v)

hutqy = — (uPv?®y — 2 huws)

Cho*wd = — uv®y — 2 huwsd. (56)

The above relations result in

d -~ ~
o (i + Clo®y) = =D +0) =2 (' +0%)

+ adu’v?y + 4alhuvs). 57
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Obtaining the differential equation for (huvs) we get
< Cuvsy =0 (58)
— (huvs)y =
dt ’

which results in (huvsd = 0. Also it is easy to see that all the moments
{h"u™v?sy are zero. This fantastic result helps us to find all the <A")
moments. Now by substituting y(¢) =h, =2 ({u*+v?)) = —20k,.(0, 0) ¢,
u*y, <v*y, and (u*v?) in Eq. (57) we obtain
Chu®y + (hw?y = =8 ak? (0, 0) 22, (59)
which finally gives
Yy = =2 a2 (0, 0) *+2k(0, 0) ¢. (60)

Now we begin to calculate the moment (4°). Inserting n, =3,
n,=n,=--- =ns =01in Eq. (28) we get

d - ~ 3~ ~ ~ ~
7 <Py = —3y(t)<h2>—§ o hPu?y + hPv*y) —akh’w) —adh’qy,  (61)

and again by using statisiacal homogeneity it can be shown that

hPwy = —3¢h™u>) (62)
gy = =3, (63)

So we have
&> = =30+ 3 el + o). (64)

To calculate (A*> we need~<l72>, ~(<ﬁzu2+ﬁzvz>). <h*> has been calculated
above, so we will obtain {h*u*+h**) using the corresponding differential
equation as follows,

d =, 72,2
7 K>+ <o)

= —29()({h + ho?)) — a(Chu* + hv*y) — 20 oy — a({h2uw + h2v*w)),
— (Rl + h*0%q)>) + 2k(0, 0)({u +v>>) — 4k (0, 0){(A>D. (65)
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As before, we easily get
RwPwy = =5 Chuty
gy = =5 Koty
huPqy = — 2Py — 2{h*uvs)
hPw) = —2huPv?y — 2{huws ).

(66)

As discussed before, it is easy to show that the moment {(A%uvs) is
zero. To prove this we write the corresponding differential equation

% hPuvsy = —a({huPosy + {huv’sy), (67)

and again by trying to write the differential eqautions for (huPvs)y and
{huv’s) we obtain

% huvsy =0

(68)
d T 1as3
7 {huv’sy =0

which results in ChuPosy = (huv’s) = 0, therefore (hPuvs)y =0. Now {hu*),
{hv*y and {hu*v*) should be found. The relating differential equation for
Chut + ho*y is

& (Chuty+ i)

= —p (O +0%) =3 (%) =3 (' +uo*)

—o(hutw + ho*w) — (g + hv*q)) — 12k (0, 0)((hu® + o).

(69)
As before the following identities are held
Chutwy = =1 uby
Cugy = — Cu'o®

(70)

Cho'qy = —5<0%
Cho'wy = = uPo®,
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so we have

d =, 7oAy N P I N DY ISP
7 (™ <ho™y) = =y +07)) — 15 (U7 + D) +5 (Wo™ +uv™))
—12k,(0, 0)({ AP+ ho®y). (71)

Substituting the expressions for y(z),{u*y, (v*>, (u®), (v, {u*v?), wv*),
and ({hu*+ hv?)) we find

Chut+ ho*y = 32ak, (0, 0)3 14, (72)

The corresponding differential equation for (/> is

d -
7 ((huv®)y) = —p(O)({u*v?)) —% (o +uv*))
— (v w + huvqd) — 2k (0, 0)(<hu® + hv®).  (73)
As before the following identities are held

(o wy = =1 (utv?)
Chutv’qy = = uPo*y, (74)
then by inserting the known moments we find
Chuo®y =2 ak? (0, 0) t*. (75)
The above results get
Ry + vy = =3 a?k3,(0, 0) £°— 8Kk(0, 0) k,,.(0,0) 2, (76)
which finally results in
By = — 5o’k (0, 0) £°. (77

By continuing the above proccedure all the {A”> moments can be
derived. Some of these moments are listed bellow

Ch*y = =% a'k* (0, 0) £ — 8a2k(0, 0) k2,(0, 0) £5+12k%(0, 0) 2 (78)
Yy = =3 a%k3,(0, 0) 15 o *k(0, 0) k3,(0, 0) £, (79)
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which are the same as the results that we derived by expanding the gener-
ating function. Results of this appendix show that any moment containing
the first power of s vanishes. Indeed, one can prove the following identity

(se M mut 10y — 0, (80)
By expanding the exponential in the above expression one finds

i(n+m+p)lnlur1n,u121

—i(Ah+pu+ o)\
Cse =2 n!m!p!

n,m,p

(shu™v?y. 81

Now setting n; =n; =0 and n, =1 in Eq. (28) we get the following
equation for {sh"u™v*)

d -
n, m, p
_dt<hu vPs)

= —ny(t)<h" " u"vPs) —% R um 2Py —% R umoP sy

+n(n—1) k, (0, 0)<h"2u"v?s> —m(m—1) k.(0, 0){h"u™2v?s)
—p(p—1) k. (0, 0)<h"umvP ). (82)

Starting from Egs. (36), (43), and (58) all the {sh"u”v”)> moments can
be evaluated and it can be shown that, with flat initial condition, they are
equal to zero. So we conclude {s@) = {u,0) = {v,0) = 0.
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